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Chapter 1

Permutation Groups (09w5130)

Jul 19 - Jul 24, 2009

Organizer(s): Robert Guralnick (Univeristy of Southern California), KatTent (Univer-
sitat Munster), Cheryl Praeger (University of Westerrskalia), Jan Saxl (University of
Cambridge)

Overview

This 5-day workshop finds string theory at a crossroads afdtelopment. For the past twenty five years
it has been perhaps the most vigorously investigated stibj¢ceoretical physics and has spilled over into
adjacent fields of theoretical cosmology and to mathemaiansicularly the fields of topology and algebraic
geometry. At this time, it retains a significant amount ofi@mentum which most recently received impetus
from the string duality revolution of the 1990’s. The frudtkthat revolution are still finding their way to the
kitchen table of the working theoretical physicist and wdhtinue to do so for some time.

After undergoing considerable formal development, stthrepry is now poised on another frontier, of
finding applications to the description of physical phenomeThese will be found in three main places,
cosmology, elementary particle physics and the descnpifostrongly interacting quantum systems using
the duality between gauge fields and strings.

The duality revolution of the 1990’s was a new understandirgiring theory as a dynamical system. All
known mathematically consistent string theories weregaed to simply be corners of the moduli space
of a bigger theory called M-theory. M-theory also has a liwlitere it is 11-dimensional supergravity. This
made it clear that, as a dynamical system, string theorynigrkably rich. Its many limits contain quantum
mechanical and classical dynamical systems which aredlfaaniliar to physicists and mathematicians as
well as a host of new structures.

A byproduct of the duality revolution was the realizatiomatthin the context of string theory, there is a
simple concrete example of the long expected duality betweantized Yang-Mills gauge field theories and
string theories in the form of the “Maldacena conjecturefie-tonjectured exact duality between maximally
supersymmetridV” = 8 Yang-Mills theory defined on flat four-dimensional Minkowsipacetime and the
type |IB supersymmetric string theory on &S5 x S° background space-time. Although this duality is still
a conjecture, there are a large number of nontrivial quativié checks of it and it agrees in every instance.

On the face of it, this correspondence between a gauge tlaeoha string theory is remarkable. It is
a one-to-one mapping of all of the quantum states and allebtiservables from a non-trivial four dimen-
sional quantum field theory, a close relative of the field tremowhich are used to describe elementary particle
physics, and a ten dimensional string theory. It literathtes that one set of observers, who are equipped
with particle accelerators for instance, would see the dvad four space-time dimensional and being com-
posed of elementary building, particles, which are the tpahthe Yang-Mills theory, propagating scalar,
spinor and vector fields. Another set of observers, equipliféetently, would see the same world as being
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ten space-time dimensional with the elementary buildiragkd being fundamental strings. What is more,
the duality is informative and useful in a technical sensi adates the weakly coupled limit of one theory
to the strongly coupled limit of the other theory, and mixes tlassical and quantum limits of both theo-
ries. For example, it allows one to relate solutions of tlassical nonlinear partial differential equations of
classical type 1B supergravity — ordinary classical nualtiate functions — to the very strong coupling limit
of Yang-Mills theory, which is also the deep quantum limitewvé all variables are random variables and
qguantum fluctuations rule the day. That one could learn amg#bout this limit of a quantum field theory is
remarkable by any measure. Moreover, in many instance®dB¢CFT correspondence is the only way to
obtain strong coupling information about one or the othaheftheories.

The gauge-theory - string theory duality also can be vievgegiveing a precise definition of the type IIB
string theory. In spite of some decades of intense effarhgtheory as a dynamical system still has a less
precise formulation than classical or quantum field theGiyen the duality, the string theory can be given a
technical definition which is at least as sound as the gawgmyh

One development in the AdS/CFT correspondence is the oditsamy originally due to Minahan and
Zarembo (who were both speakers at this workshop) that thielgmn of finding the spectrum of = 4
supersymmetric Yang Mills theory is equivalent to that ofvsa a quantum integrable model, which is
usually done using the Bethe Ansatz. This gives the as yealined hope that the entire spectrum could be
constructed and spawned a large amount of activity.

At the same time as it is a crossroads of string theory, thifsgiolden age of cosmology. Once regarded
as a science that was starved for data, cosmology has bwdg@snground and space-based astronomical
observations supply a wealth of precise cosmological nreasents. In the present epoch, after many years
on the speculative side of the scientific spectrum, cosnicdbtheory is now being confronted by cosmo-
logical fact. Questions that were until recently the stdfpeculation can now be analyzed in the context
of rigorous, predictive theoretical frameworks whose ilighis determined by observational data. The most
surprising and exciting feature of cosmology’s entrante the realm of data-driven science is its deep re-
liance on theoretical developments in elementary pargiblgsics. At the energy scales characteristic of the
universe’s earliest moments, one can no longer approximateer and energy using an ideal gas formula-
tion; instead, one must use quantum field theory, and at tifeekt of energies, one must invoke a theory of
guantum gravity, such as string theory. Cosmology is thesptie-eminent arena in which our theories of
the ultra-small will flex their muscles as we trace their riolé¢he evolution of the universe. As such, it give
perhaps the most promising approach to confirming whethieggheory is the correct theoretical model for
planck scale physics. One avenue to doing this which hasreeeh discussion recently is through string
models of inflation, the phase of rapid, exponential expganef the early universe, whose existence seems
to be confirmed by current data. The idea is that inflatiortcttiess distance scales so drastically that even
physics which occurs on distance scales as minute as thefsitengs gets blown up to astronomical size
and there is the hope that the physics which determines thetste at that scale is blown up with it and
carries hints about its origin. This exciting possibilig/aell as some others are what occupy the present day
string cosmologists.

The relationship between the highly mathematical subjéastring theory and cosmology, which has
traditionally been more phenomenological, is rapidly girgd. One of the main motivations for string theory
is to find a framework capable of dealing with the singulastivhich arise in classical general relativity, most
notably the cosmological singularity of the big bang. Marep according to present cosmological models,
physics on scales close to the singularity, i.e., close@d?lanck energy scale) is responsible for producing
the structure we observe today in the Universe. Thus, tiyellaunexplored interface between cosmology
and string theory is enormously rich and promising terrain.

Years of research have shown that cosmology requires impat hiew developments in fundamental
physics in order to make significant progress. For examptdh siput is needed to provide a consistent basis
for inflationary cosmology (or for alternatives such as theefire-big-bang or ekpyrotic scenarios), to provide
insight into the formation of structure, to provide possibblutions to the dark matter problem, to provide a
mechanism for the apparent acceleration of the Universki@explain other observational facts which are
still a mystery in the current models of cosmology. On thesotiand, since it is unlikely that string theory
will ever be directly tested through accelerator experitgrosmological observations may well be the most
promising way of confirming this approach to quantum gravitiius, sharpening string cosmology is both
crucial for further breakthroughs in cosmology and to pdeva means to one day test string theory itself.
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This time of great progress in cosmology coincides with hapimportant event, the startup of the Large
Hadron Collider particle physics experiment. This is thetfparticle physics experiment in almost three
decades where there is a reasonable expectation of seeipgnéw physics, and could well be the most
important one in the life-time of currently active partighysicists. Some of this physics is related to cos-
mology. For example, supersymmetric extensions of thedst@hmodel — which could very well be the new
physics — have particles which are candidates for dark maEmally, mathematics has made significant
progress in unraveling the nature of string theory. It isckhat its understanding at the most fundamental
level will require sophisticated, most likely new matheimsit Some of this new mathematics is already there
and bringing it into contact with physics is particularlyngly.

Over the years there have been many fruitful interactiohsdsen string theory and various fields of math-
ematics. Subjects like algebraic geometry and representditeory have been stimulated by new concepts
such as mirror symmetry, quantum cohomology and conforrelal theory.

String cosmology

There were six speakers in the string cosmology sectionroaya spectrum from the phenomenology of
inflation to the appearance of cosmological structureslvasbe string models of toy cosmologies.

e Alexander Westphal discussed his recent work on monodrarttye cosmic microwave background.
He presented a simple mechanism for obtaining large-fidldtion, and hence a gravitational wave
signature, from string theory compactified on twisted tétar Nil manifolds, he obtained a leading
inflationary potential proportional t¢>/? in terms of the canonically normalized field phi, yielding
predictions for the tilt of the power spectrum and the terisescalar ration, ~ 0.98 andr ~ 0.04
with 60 e-foldings of inflation; he noted the possibility ofvariant with a candidate inflaton poten-
tial proportional top?/>. The basic mechanism involved in extending the field rangeoradromy
in D-branes as they move in circles on the manifold — arisesrmore general class of compactifica-
tions, though his methods for controlling the correctiamthie slow-roll parameters require additional
symmetries.

e Robert Brandenberger reviewed the current status of strasgcosmology. String gas cosmology is
a string theory-based approach to early universe cosmaitigh is based on making use of robust
features of string theory such as the existence of new saagtsew symmetries. A first goal of string
gas cosmology is to understand how string theory can effiectarliest moments of cosmology before
the effective field theory approach which underlies stathdad inflationary cosmology becomes valid.
String gas cosmology may also provide an alternative to tineent standard paradigm of cosmology,
the inflationary universe scenario.

e Nemanja Kaloper discussed the relationship between msetee and the string landscape. He ar-
gued that quintessence may reside in certain corners ofrihg fandscape. It could arise as a linear
combination of internal space components of higher rank$mhich are axion-like at low energies,
and may mix with 4-forms after compactification of the Ch&imons terms to four dimensions due
to internal space fluxes. The mixing induces an effectivesni@sn, with an action which preserves
the axion shift symmetry. The symmetry is then broken spwtasly by background selection. With
several axions, several 4-forms, and a low string scalen amé of the setups already invoked for
dynamically explaining a tiny residual vacuum energy imngfttheory, the 4D mass matrix generated
by random fluxes may have ultra-light eigen-modes over thddeape, which are quintessence. He
illustrated how this works in simplest cases, and outlined ko get the lightest mass to be compa-
rable to the Hubble scale nol, ~ 10~33eV. The shift symmetry protects the smallest mass from
perturbative corrections in field theory. If the ultra-lighigen-mode does not couple directly to any
sector strongly coupled at a high scale, the non-pertwdbdééld theory corrections to its potential will
also be suppressed. Finally, if the compactification lefgthrger than the string length by more than
an order of magnitude, the gravitational corrections mayaie@ small too, even when the field value
approached/p;.
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e Matt Kleban spoke about his recent work entitles “Watchingrs Collide”. He showed how to
extend their previous work on the cosmology of Coleman-deciaibubble collisions. Within a set of
approximations he showed how to calculate the effects ordbmic microwave background (CMB)
as seen from inside a bubble which has undergone such aaollide showed that that the effects are
always qualitatively similar—an anisotropy that depemlg on the angle to the collision direction—but
can produce a cold or hot spot of varying size, as well as pagnmetries along the axis determined
by the collision. With other parameters held fixed the efaetaken as the amount of inflation which
took place inside our bubble grows, but generically sunaxger 10 efolds past what is required to
solve the horizon and flatness problems. In some regionsrahpeter space the effects can survive
arbitrarily long inflation.

e Joanna Karczmarek talked about her work on matrix model otzsyy. She reviewed the idea that
the leading classical low-energy effective actions for-tlumensional string theories have solutions
describing the gravitational collapse of shells of mattéo ia black hole. She reviewed the argument
that string loop corrections can be made arbitrarily smaltaithe horizon, bud’ corrections cannot.
She used the matrix model to show that typical collapsindiske not form black holes in the full
string theory. Rather, they backscatter out to infinity jusfore the horizon forms. The matrix model
was also used to show that the naively expected particleugtimoh induced by the collapsing shell
vanishes to leading order. This agrees with the string theomputation. From the point of view
of the effective low energy field theory this result is susprg and involves a delicate cancellation
between various terms.

e Washington Taylor spoke about his recent work on inflatigicanstraints on type IlA string theory. He
discussed how to prove that inflation is forbidden in the nweest understood class of semi-realistic
type lIA string compactifications: Calabi-Yau compactifioas with only standard NS-NS 3-form
flux, R-R fluxes, D6-branes and O6-planes at large volume amdall string coupling. With these
ingredients, the first slow-roll parameter satisfies epside 27/13 whenever V ¢, 0, ruling out both
inflation (including brane/anti-brane inflation) and de@itvacua in this limit. His proof is based on
the dependence of the 4-dimensional potential on the volamgedilaton moduli in the presence of
fluxes and branes. He also described broader classes of ld&lsiavhich may include cosmologies
with inflation and/or de Sitter vacua. The inclusion of extrgredients, such as NS 5-branes and
geometric or non-geometric NS-NS fluxes, evades the assamsptsed in deriving the no-go theorem.
He focused on NS 5-branes and outlined how such ingrediesysomove fruitful for cosmology.

Mathematical String Theory

The presentations which could be classified as Mathematigag) theory. They were centered around
issues in supersymmetry and duality.

e Simeon Hellerman discussed his recent proof that everamynitvo-dimensional conformal field the-
ory (with no extended chiral algebra, and with central cbarg, cg ¢, 1) contains a primary operator
with dimension Deltathat satisfies 0 j Deligj (¢, + cg)/12 + 0.473695. Translated into gravitational
language using the AdSCFT, dictionary, this result proves rigorously that the lightemssive ex-
citation in any theory of 3D gravity with cosmological coast Lambda j O can be no heavier than
1/(4Gp) + o(—Lambda—@l/Z)). In the flat-space approximation, this limiting mass$wice that of
the lightest BTZ black hole. The derivation of the bound &gpét finite central charge for the CFT,
and does not rely on an asymptotic expansion at large cafiteafe. Neither does the proof rely on
any special property of the CFT such as supersymmetry ontmariohic factorization, nor on any bulk
interpretation in terms of string theory or semiclassigabily. The only assumptions are unitarity and
modular invariance of the dual CFT. The proof demonstratethe first time that there exists a univer-
sal center-of-mass energy beyond which a theory of "purahtum gravity can never consistently be
extended.

e Charles Doran spoke about the recent work on the classifitatheme of so-called adinkraic off-shell
supermultiplets of N-extended worldline supersymmetthaiit central charges. He showed how, with
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collaborators, he was recently able to complete the cortsteuproof that all of these trillions or more
of supermultiplets have a superfield representation. Whifferent as superfields and supermultiplets,
these are still super-differentially related to a much nmapalest number of minimal supermultiplets.
He discussed how they were constructed.

e Keshav Dasgupta spoke about he derivation of a novel detmmaf the warped resolved conifold
background with supersymmetry breaking ISD (1,2) fluxesddireg D7-branes to this type 11B the-
ory. He showed that they allow spontaneous supersymmetiakbrg without generating a bulk cos-
mological constant. In the compactified form, the backgbwill no longer be a Calabi-Yau manifold
as it allows a non-vanishing first Chern class. In the presefi®7-branes the (1,2) fluxes can give
rise to non-trivial D-terms. He reviewed the study the Oyyambedding of D7-branes in detail and
showed that in this case the D-terms are indeed non-zerdsblislzowed that, in the limit approaching
the singular conifold, the D-terms vanish for Ouyang’s eddieg, although supersymmetry appears
to be broken. He also discussed constructing the F-thefbryfltheir background and demonstrated
how these IIB (1,2) fluxes lift to non-primitive (2,2) flux ohe fourfold. The seven branes correspond
to normalisable harmonic forms. he briefly sketched a p@ssiay to attain an inflaton potential in
this background once extra D3-branes are introduced amd poi some possibilities of restoring su-
persymmetry in our background that could in principle beduas the end point of the inflationary
set-up.

e Sunil Mukhi spoke about how to obtain the complete set of rairgs on the moduli of N=4 superstring
compactifications that permit "rare” marginal decays ofBFS dyons to take place. The constraints
are analysed in some special cases. The analysis extendsriaightforward way to multi-particle
decays. He discussed the possible relation between genattidparticle decays and multi-centred
black holes.

String theory Gauge theory duality

Gauge theory - string theory duality was the largest categbipresentations. The topics centered
around the formal structure of duality, including the catjged integrability of the planar limit of the
gauge theory and the classical limit of string theory as wslapplications to the study of strongly
interacting gauge theories and to gravity.

e Mark van Raamsdonk spoke about his work which attempts teiggcsome insights into the structure
of non-perturbative descriptions of quantum gravity usingwn examples of gauge-theory / gravity
duality. He argued that in familiar examples, a quantum detson of space-time can be associated
with a manifold-like structure in which particular patch&fsspacetime are associated with states or
density matrices in specific quantum systems. He also arthegdjuantum entanglement between
microscopic degrees of freedom plays an essential rolearethergence of a dual spacetime from
the nonperturbative degrees of freedom. In particulartile@st some cases, classically connected
spacetimes may be understood as particular quantum sgitgyps of disconnected spacetimes.

e Joe Minahan, Konstantin Zarembo, These speakers revidweestatus of integrability of the planar
limit of A" = 4 supersymmetric Yang-Mills theory and its dual, the clegsiinit of II1B superstring
theory. They also discussed new results about the two-lbomalous dimensions for fermionic opera-
tors in the ABJM model and the ABJ model. They discussed tpemgiate Hamiltonian and reviewed
the argument that it is consistent with a previously predidethe ansatz for the ABJM model. The
difference between the ABJ and ABJM models is invisible atttkio-loop level by cancelation of par-
ity violating diagrams. They showed how to construct a Hemikn for the full two-loop OSp(6—4)
spin chain by first constructing the Hamiltonian for an SL(2»subgroup, and then showed the lift
to OSp(6—4). They showed that this Hamiltonian is conststath the Hamiltonian found for the
fermionic operators.

e Alex Buchel discussed the use of the AdS/CFT corresponderstedy first-order relativistic viscous
magneto-hydrodynamics of (2+1) dimensional conformal metig fluids. He showed that the first
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order magneto-hydrodynamics constructed following Landad Lifshitz from the positivity of the
entropy production is inconsistent. He proposed additiopatributions to the entropy motivated
dissipative current and, correspondingly, new dissiatiimnsport coefficients. He used the strongly
coupled M2-brane plasma in external magnetic field to shat tire new magneto-hydrodynamics
leads to self-consistent results in the shear and sound eterenels.

Troels Harmark, Gianluca Grignani, Marta Orselli each gawe of a series of talks which reviewed
aspects of their recent interesting work on the string déighe recently constructedd = 6 super-
conformal Chern-Simons theory of Aharony, Bergman, Jeff@nd Maldacena (ABJM theory). They
focused in particular on th8U (2) x SU(2) sector. They showed how to find a sigma-model limit
in which the resulting sigma-model is two Landau-Lifshitoaels added together. They considerd
a Penrose limit for which they can approach #$%(2) x SU(2) sector. Finally, they showed how
to find a new Giant Magnon solution in th#/(2) x SU(2) sector corresponding to one magnon in
eachSU(2). Putting these results together, they found the full magtispersion relation and they
compared this to recently found results for ABIM theory ahkveoupling.

Xi Yin reviewed study spin chain operators in the N=6 Chemmdhs-matter theory recently proposed
by Aharony, Bergman, Jafferis and Maldacena to be dual te typ string theory in AdS4xCP3. He
discussed the two-loop dilatation operator in the gaugerthend compared to the Penrose limit on
the string theory side.

Pallab Basu, Anindya Mukerjee, each gave one of a seriesm$éminars where they reviewed their
work on the large N SU(N) gauge theories on a compact mang8dl¥ R (with possible inclusion
of adjoint matter) which is known to show first order deconfireat transition at the deconfinement
temperature. This includes the familiar example of pure Yiary and N=4 SYM theory. They
discussed the effect of introduction of:Nundamental matter fields in the phase diagram of the above
mentioned gauge theories at small coupling and in the lifituge N and finite N/N. They found
some interesting features like the termination of the lih@rst order deconfinement phase transition
at a critical point as the ratio MN is increased and absence of deconfinement transitioeafter
(there is only a smooth crossover). The results have inties for QCD, which unlike a pure gauge
theory does not show a first order deconfinement transitidroaty displays a smooth crossover at the
transition temperature.

Hong Liu reviewed recent work where they showed that, folaasbf conformal field theories (CFT)
with Gauss-Bonnet gravity dual, the shear viscosity toaaytrdensity ratioy)/s, could violate the
conjectured Kovtun-Starinets-Son viscosity bouptk > 1/4w. He argued, in the context of the same
model, that tuning)/s below (16/25)(1/4x) induces microcausality violation in the CFT, rendering
the theory inconsistent. This is a concrete example in whichnsistency of a theory and a lower
bound on viscosity are correlated, supporting the idea afssiple universal lower bound of's for

all consistent theories.

David Kutasov reviewed his work on Seiberg duality in theteahof AdS/ cft duality. He argued that
N=2 supersymmetric Chern-Simons theories exhibit a stiwagk coupling Seiberg-type duality. He
also discussed supersymmetry breaking in these theories.

Jaume Gomis discussed his recent work on maximally supengyrit 2+1-dimensional gauge theory.
He discussed adding a supersymmetric Faddeev-Popov glubst 8 the recently constructed Bagger-
Lambert theory based on a Lorentzian three algebra andnelota@in action with a BRST symmetry
that can be used to demonstrate the absence of negative taie® is the physical Hilbert space. He
showed that the combined theory, expanded about its tigialium, is BRST equivalent to a trivial
theory, while the theory with a vev for one of the scalars aisged with a null direction in the three-
algebra is equivalent to a reformulation of maximally sgyermetric 2+1 dimensional Yang-Mills
theory in which there a formal SO(8) superconformal invaci&

Martin Kruczenski reviewed a computation of the 1-loop eotion to the effective action for the
string solution in Ad$ x S° dual to the circular Wilson loop. More generically, the nuthe used
can be applied whenever the two dimensional spectral profdetorizes, to regularize and define the
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fluctuation determinants in terms of solutions of one-disienal differential equations. A such it can
be applied to non-homogeneous solutions both for open awtdlstrings and to various boundary
conditions. In the case of the circular Wilson loop, he attdi for the 1-loop partition function a
result which up to a factor of two matches the expectatiomftbe exact gauge theory computation.
The discrepancy can be attributed to an overall constartarstring partition function coming from
the normalization of zero modes, which have not been fixed.

e Takuya Okuda and Diego Trancanelli each gave talks whidudi&ed Wilson loop correlators at strong
coupling. They reviewed the computation at strong couplirgglarge N correlation functions of su-
persymmetric Wilson loops in large representations of tegg group with local operators of N=4
super Yang-Mills. The gauge theory computation of theseatators is performed using matrix model
techniques. They showed that the strong coupling cornmetdttine Wilson loop with the stress tensor
computed using the matrix model exactly matches the sessicial computation of the correlator of
the 't Hooft loop with the stress tensor, providing a nowni#l quantitative test of electric-magnetic
duality of N=4 super Yang-Mills. They then perform theseccations using the dual bulk gravita-
tional picture, where the Wilson loop is described by a "Hirtgy geometry. By applying holographic
methods to these backgrounds they calculate the Wilson dooglation functions, finding perfect
agreement with our gauge theory results.

String theory and particle physics

e Savdeep Sethi and Katrin Becker each gave seminars disgusir work on torsional heterotic ge-
ometries. They discussed the construction of new exampleEsional heterotic backgrounds using
duality with orientifold flux compactifications. They expiad how duality provides a perturbative
solution to the type I/heterotic string Bianchi identityhé choice of connection used in the Bianchi
identity plays an important role in the construction. Theggosed the existence of a much larger land-
scape of compact torsional geometries using string dudlitey also presented some quantum exact
metrics that correspond to NS5-branes placed on an elptice. These metrics describe how torus
isometries are broken by NS flux.

e Melanie Becker spoke about her work on new heterotic nonld€aieometries. New heterotic torsional
geometries are constructed as orbifolds éftilindles over K3. The discrete symmetries considered
can be freely-acting or have fixed points and/or fixed cur@® gave explicit constructions when the
base K3 is Kummer or algebraic. The orbifold geometries casgrve N=1,2 supersymmetry in four
dimensions or be non-supersymmetric.

e Herman Verlinde discussed his work on a holographic petsgean D-brane model building for el-
ementary particle physics. He spoke about geometric aspéaxtensions of the supersymmetric
standard model that exhibit a periodic duality cascadehérspirit of the holographic correspondence,
the growth of the gauge group rank towards the UV is integates a gradual decompactification tran-
sition. He showed that this class of models typically depelauality wall in the UV, and presented
an efficient method for estimating the hierarchy betweertiaet of the cascade and the formation
of the wall. As an illustrative example, he studied the mantebduced by Cascales, Saad and Uranga
which has an known geometric realization in terms of D-bsasrean SPP/Zsingularity.

e Arkady Vainshtein spoke about his work on Dyon dynamics neanginal stability and non-BPS states.
He showed how to derive the general form of the moduli-spdfeetaze action for the long-range
interaction of two BPS dyons in N=2 gauge theories. Thisoaatietermines the bound state structure
of various BPS and non-BPS states near marginal stabilityesy and he utilized it to compute the
leading correction to the BPS-mass of zero-torsion non-BRf$id states close to marginal stability.
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Chapter 2

Stability Theoretic Methods in Unstable
Theories (09w5113)

Feb 08 - Feb 15, 2009

Organizer(s): Thomas Scanlon (University of California at Berkeley), &am Shelah
(Einstein Institute of Mathematics), Bradd Hart (McMastémiversity), Madhur Anand
(Univeristy of Guelph), Frank Wagner (Université Lyon Alf Onshuus (Universidad de
los Andes), Anand Pillay (University of Leeds, UK ), Alf Onsls (Universidad de los
Andes)

Overview of the Field, Recent Developments and Open Problesn

The idea of applying methods and results from stability thie¢o unstable theories has been an important
theme over the past 25 years, with o-minimality, smoothlgragimable structures, and simple theories
being key examples.

But there have been some key recent developments which bewgdeas and techniques to the table.
One of these is the investigation of abstract notions of petelence, leading for example to the notions of
thorn forking and rosiness. Another is the discovery thekifay, weight, and related notions from stability are
meaningful in dependent theories. Another is the formaitatif notions of stable, compact, or more general
domination, coming from the analysis of theories such askakjcally closed valued fields and o-minimal
theories.

The level of different approaches and techniques which @nalverlapping was the reason we decided it
would be a perfect time for a research meeting where the nmostipent researchers would come together
and discuss the ideas, results and goals that were showimgdifferent contexts. The dominant subjects of
the meeting were the following.

Dominating local structure.

In the talks given by Hrushovski and Macpherson about stédeination and by Hasson about stable types
in theories interpretable in o-minimal structures, theexenclear indications towards the possible applica-
tions of understanding and using the stable-like “piecegids or sorts) within a particular theory. This is
a completely new approach towards traditional stabiligotty (and general classification theory) where the
main idea is not anymore to find dividing lines between dédfdrtheories but instead one tries to find well
behaved parts within a particular model. It is clear by rssiubm Haskell, Hrushovski, Pillay and Macpher-
son that whenever the stable sorts “dominate” (the pre@#eition of this can be found in [HHMO08]) all the
types in the structure, many of the stability theory rescdts be applied to understand the global structure.
In [HPQO9] these ideas of finding particularly well behavedsthat could give global information about the

11
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whole structure proved to be particularly promising whee erpanded the well behaved part from stable
to compact in order to apply the results to structures whielhewgroups interpretable in theories with an
underlying order.

There are two possible lines of research that stem out frennetbults described here. On the one hand,
there should be an ongoing research in stably dominatedampaxctly dominated structures. There are quite
a few interesting examples in this areas and the results $@mf@ been very impressive and promising. The
other venue that should be explored is to find other poss#dfiaitions that can work as well (as part of the
structures in a “local” manner) as local stability and locainpactness have worked so far. Some possible
ideas would be to find definitions for local dependence thaigaod enough to be significant (in the sense
of finding examples) and strong enough to prove for exampteesaf Shelah’s theorems concerning types in
dependent theories.

Measures.

In 1987 Keisler ([Kei87]) wrote a paper where he showed thamyraspects of forking could be understood
and generalized when one studied measures on the definébkssen extension of types (types would just
be a 0-1 measure on the space, where the measure of a formufaaisd only if the formula is in the type).
Work by Hrushovski, Peterzil and Pillay and lately by Simows that this analysis can provide a deeper
understanding of many theories which had an underlyingrqiaunded o-minimal theories) and actually
conclude many interesting and far reaching results in tifiealgle groups of such theories.

It is quite possible that a deeper understanding of invaKamsler measures will shed more light upon
how forking can affect the type definable subsets in padicthleories.

Pregeometries.

There were two aspects in which pregeometries (matroid® baen studied lately. The first is the possible
equivalences to linearity. Linearity is a concept which isd®l theoretically hard to define, to prove and
to use. In (forking-)minimal theories there are concept ldne-basedness and local modularity which are
equivalent to linearity and much easier to use. Using pdigtractures one can define notions which are
equivalent to linearity and the study of applications olsthaeew equivalences seems very promising.

Matroids have played a role in model theory since Zilbertsthstudying the different possible matroids
that were defined by algebraic closure in strongly minim#d.selowever, in many ways when one tried to
use this sort of arguments in higher dimensions one had tquisesophisticated model theoretic tools such
as weight and regular types in order to apply them. In contbiies, a generalization of matroids (greedoids)
has been developed during the last couple of decades. Ewagtitihere is no good definition for infinite
dimensional greedoids, a definition which would be esskift@ne wanted to apply greedoids to model
theory, the development of these definitions and the passibplications are quite promising ideas for the
near future.

Dependent Theories.

Dependent (also called “NIP”) theories have been studitmhsively during the last decade. Original work
of Shelah has had many applications and has been very irnfillenbncoming work. Some of the ongoing
guestions include.

e Number of non forking extensions. It is known that one carverthat if for any setd of cardinalityx
the number of non forking extensions of any type axas at mos” then the theory is dependent. It
is also known that in a theor¥ the number of non forking extensions of a typas described above
is 22", But there is a big gap between the two and the study of thishapld reveal the properties of
non forking in dependent theories.

e Counting types. Shelah conjectured that any type in a dep#rtdeory had boundedly many coheir
extensions (where the bound depended on the model, not aizthef the parameter set of the dif-
ferent types). Using this he was able to prove existencedifdernible subsequences of large enough
sequences, but Kaplan and Shelah disproved this conjetioreever, it is possible that one can have
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a bound in the number of definable heirs or other significatgrestons which are very important to the
study of the best known unstable dependent theories (asmalrtheories).

e Generic pair conjecture. The generic pair conjecture ireddpnt theories was proved in [Sh08-2], but
it has been studied in the more general context of abstrastezitary classes (which is a categorical
approach to model theory) and this may provide a way to de@pendent theories in this more abstract
setting.

e Weight, strong dependence and dp-minimality. Strong dépece and dp-minimal theories have been
some of the most successful strengthenings of dependemteheBoth of this notions can be defined
using the appropiate definition of weight.

e Other notions of independence. StudyiN@' P, structures (see the item below) Chernikov, Kaplan and
Usvyatsov came up with the notion of strong non forking. Hbvg nhotion relates to non forking, to
non th-forking and to the notion of non splintering defineddrpssberg, Van Dieren and Villaveces for
abstract elementary classes seems to be a meaningful areseafch that can help us understand the
extensions of types. Studying this within dependent tlescaind even restricting oneself to generically
stable types seems to be particularly promising.

Other divding lines in classification theory; ideas from Shé&h'’s “Classification The-

ory”.
Much of stability theory has been developed based on ideas 8helah’s book [She78] and even notions
like dependent theories described above have the origitissrextremely influential book. However, there
are still many unexplored ideas from this book, some of wiiabe resurfaced lately and seem to be quite
promising.

NTP-.

Kaplan and Chernikov have been able to extend many of thétseshich are true for both simple and
dependent theories. The study of coheirs, heirs, and n@mfpseems to be quite meaningful in this context.
Also, viewing things in this level of generality may help wngtanding and defining interesting concepts in
dependent thories. The new definition of strong forking bylda and Usvyatsov seems to be part of this.
One should also try to understand the relation between themof non splintering (defined by Grossberg,
Van Dieren and Villaveces) and strong non forking, even endbntext of dependent theories.

NTP,

Kim gave a very nice talk where he tried to analyé@&'P; theories. The best example dfT" P; theories
are thew-free PAC fields studied by Chatzidakis in [Cha02]. Once mgstudying in this level of generality
is also helpful to find significant independence notions Whitay coincide with forking in stable theories
and therefore be hidden by it. In his talk, Kim suggestedyshgithe independence notion that comes from
defining that a formula(z, a) “strong divides” overA (not to be confused with strong dividing defined for
th-forking, although it would seem that in many cases theyld/@oincide) if given any Morley sequence
(a;) of a over A the conjunction

/\ ¢(Ia ai)

is k-inconsistent.
The main idea was that if this notion has local charactéYiiP; theories (which it appears to have) one
can develop inVT P; theories an internal analysis of this independence notion.

Amalgamation. There have been many approaches, particularly in Absttaoténtary Classes, about amal-
gamation problems (finding a common realization to a familyypes). The principal impetus in this area
was Hrushovski's paper [Hr06] where he studied, in stabdeties, the relation between the existence prob-
lem for the amalgamation, the uniqueness, and the exist#resrtain definable groupoids. He also proved
that for any structur@/ of a stable theor{y” one could find an expansiav * of M by new sorts such that in
M* one had existence and uniqueness for all the amalgamatbiepns, further suggesting that this notion
is related to something close to higher dimensional gradgoi
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Perhaps the best way to describe the possible impact ottisay that in stable theories, the concepts of
1-unigueness and 2-existence are related to the very iamgarotion of imaginaries. In this same direction,
Hrushovski proved that 2-uniqueness and 3-existence viatedeto the definition of groupoids which can
be seen as a generalization of imaginaries. It is therefoite tikely that studying the,-existence and the
n-uniqueness problems can point out to objects which are@mté¢o the structure but which we have yet to
analyse as independent sorts.

Other topics discussed in the meeting.

Other subjects discussed during the meeting which are oi@eesting and where one can find model theo-
retic results but which are not quite as well structured yeltide

(i) Other dividing lines in the classification of first ordéreries include rosiness, strict order property,
SOP,.

(i) Use of stability-style techniques in some of the “goaiédsses of theories from (i) thorn rank, meta-
analysability, definable types,

Model theory and group dynamics. This talk, given by Prof. Newelski was one of the most intengstalks

of the meeting, but since the approach is quite new (everhfenvery new branch of model theory) it was
hard to place among the previous subject headings. The wheédnis to interpret the basic notions of group
dynamics in the model theoretic setting and use these tarstaahel extensions of types. In his talk, Newelski
used some of the notions of group dynamics to define weak igsraard understand how co-heir extensions
can also be studied under this approach; but it is quiteylitedt this approach can be used in order to define
new types of interesting extensions of types or give a desepaerstand of the existing ones.

Presentation Highlights

Before commenting on the highlights of the meeting, we stha@scribe the structure of it. The most in-
novative aspect of the meeting was the scheduling of somectsired working time” where the classrooms
would be preassigned in order to have people work on andsisdifferent questions or interesting subjects
and each participant would choose which of the “working gsSthe would like to join. During most days
we would have talks in the morning, and one talk after botlehuand dinner after each of which we would
get together and then break up into working groups. Both ttemdance of the “gathering” talks and of the
working groups was quite impressive and all around the mgetas a great success.

The greatest achievement of the meeting (more of which wetalk about in the following section)
was the understanding of the structure of a new branch of htieelery which is starting to take shape after
many researchers from diverse overlapping subjects getliegfor this meeting. It became clear that this
new approach to model theory has two main subbranches. Btedinsists to generalize the results from
stability and simplicity theory to even broader contexts lilependent, NTiPand NTR theories, bringing the
traditional “dividing lines” from classification theory ew further and being able to conclude quite interesting
results in even broader contexts. The second one is to usdithiling lines within a single theory. By this
we mean that understanding the “stable parts” of a parti@ifacture can have amazing consequences that
in many cases can even say quite important things about tiexgestructure.

We asked the participants what they thought were the higtsigf the meeting. Hrushovski’'s and Simon’s
talks about invariant measures and stably dominated typee€hernikov’s talk about NTPstructures were
the three talks that most people considered highlights efntieeting, whereas canonical bases in NTP
structures and trying to define a linear order in an unstadgpeddent theory (or find a counterexample) were
the working sessions people most frequently mentioned.

Scientific Progress Made and Outcome of the Meeting

As mentioned before, the biggest scientific progress madeoatcome of the meeting was the awareness
that was built around this fast growing subject, and therto@ggs of the understanding of the structure of the
subject and how the different approaches interact with ettoér. This feeling was reinforced when we asked
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the participants what they thought was the outcome of theaingeand we got replies such as “...awareness
that a lot is happening very fast around generalisationgadifilgy.”, “...this meting managed to describe the
state of the art in NIP and related areas, a currently ragdbtving subject.” and “It was a great success,
many interesting projects were begun and it will be veryregéng to reconvene in Banff in the future to
hear the outcome of these investigations!” among many dingtar replies. We all have a strong feeling
that this meeting will provide a very important first step imeay promising area of model theory, and many
of the participants mentioned that organizing a follow-ugeting in few years would be worthwhile.

As for scientific progress per se, many of the participantgafBonja, Gismatullin, Hart, Hrushovski,
Kim, Macpherson, Malliaris, Onshuus, Usvyatsov) exgdljaifaimed to have made progress in research they
had either started before the meeting or started workinigdtine meeting, and it is quite likely that there will
be many upcoming publications and results that were madsidoificantly advanced) during the meeting.

We should include the following partial reports.

e Hrushovski mentioned achieving a better understandingefietastability in dependent theories and
how much more went through that he thought at first.

e Gismatullin solved one of the questions he asked about greithout proper subgroups of finite index.

e Hart included the following report:

“Suppose thap is a depth zero, regular type over a modleland N is dominated by a realizations pf
over M. Moreover, assume thaf C,,, N. This situation arises on the leaves of a decomposition tree
for any model of a countable, classifiable theory. In thedation of the uncountable spectrum for
countable theories, for cardinal arithmetic reasons, & weecessary to understand the exact structure
of N over M. Hrushovski has shown that in the case wherenot locally modular)NV is prime over

M and any realization gf in N. There are examples to show that this is not true whénlocally
modular. During the Banff meeting, Bouscaren, Hart and baski worked to finalize the details

of suggestions of Hrushovski’s that in the case wherg non-trivial and locally modular thetv is
"controlled” over M by the generic of a definable group non-orthogonal.t@rogress was made and

a paper should be forthcoming.”
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Data Analysis using Computational
Topology and Geometric Statistics
(09w5112)

Mar 08 - Mar 13, 2009

Organizer(s): Peter Bubenik (Cleveland State University), Gunnar CansStanford
University), Peter Kim (University of Guelph)

Overview of the Field

Mathematical scientists of diverse backgrounds are beskgdato apply the techniques of their specialty
to data which is greater in both size and complexity than wiath has been studied previously. Large,
high-dimensional data sets, for which traditional lineathods are inadequate, pose challenges in represen-
tation, visualization, interpretation and analysis. A ooam finding is that these massive data sets require
the development of new theory and that these advances aeadieqt on increasing technical sophistication.
Two such data-analytic techniques that have recently dpeel independently of each other have come to
the fore, namely, Geometric Statistics and Computationgblogy. Although the former uses geometric
arguments, while the latter uses algebraic-topologigalments, and hence they appear disparate, there is
substantial commonality and overlap just as in the morettoaél overlap between geometry and topology.
Thus the purpose of this workshop is to bring together thesee¢search directions and explore their overlap,
particularly in the service of statistical data analysis.

A standard paradigm assumes that the data comes from soredyingl geometric structure, such as a
curved submanifold or a singular algebraic variety. Thecolesd data is obtained as a random sample from
this space, and the objective is to statistically recovatuies of the underlying space and/or the distribution
that generated the sample.

In Geometric Statistics one uses the underlying Riemarstiacture to recover quantitative information
concerning the probability distribution and/or functitsénereof. The idea is to extend statistical estimation
techniques to functions over Riemannian manifolds, uifjzspectral methods adapted to the Riemannian
structure.

One then considers the magnitude of the statistical acgwfhese estimators. Considerable progress
has been achieved in terms of optimal estimation in the nawisense. These ideas have far reaching
implications in the analysis of high-dimensional data sash for example, in astronomy, biomechanics,
medical imaging, microwave engineering and texture aimslys

In Computational Topology, one attempts to recover morditgtige global features of the underlying
data instead, such as connectedness, or the number of twotas, existence of obstructions to certain con-
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structions, based upon the random sample. In other worésh@pes to recover the underlying topology. An
advantage of topology is that it is stable under deformatenmd thus insensitive to errors introduced in the
sampling.

A combinatorial construction such as the alpha complex eCich complex converts the discrete data
into an object for which it is possible to compute the topglogowever, it is quickly apparent that such a
construction and its calculated topology depend on theesatalvhich one considers the data. A multiscale
solution to this problem is the technique of persistent hlogy It quantifies the persistence of topological
features as the scale changes. Persistent homology id tmefisualization, feature detection and object
recognition. It has been successfully applied to analyzerabimages, neurological data, gene-chip data,
protein binding and sensor networks.

Although Geometric Statistics and Computational Topoloaye a disparate appearance and seem to have
different objectives, it has recently been noticed thay gteare a commonality through statistical sampling.
In particular it has been noticed that the metric distangeen$istent homology in Computational Topology,
is intimately related to the sup-norm metric between theeulythg density that generates a random sample
on a Riemannian manifold, and its statistical estimatomseguently, the qualitative and quantitative data
analyses are intimately linked, which is not surprisingauese of the close connection between geometry and
topology traditionally.

Recent Developments and Open Problems

The use of geometric and topological methods for statistiata analysis is currently being pursued in the
three allied fields of computer science, mathematics arnigtita. Although each field has their own partic-
ular approach and questions of interest, the amount of aiityilis striking and this workshop was able to
synthesize all three fields together. The open problemsithia considered was the development of compu-
tational and statistical algorithms and methods using@spe geometry and topology when data over the
geometric object was only available.

We can summarize the type of investigations as it pertainbd@aforementioned three fields. A more
detailed description is provided in the following section:

e In computer science the pursuit naturally focused on effiaégorithms and visualization. Some spe-
cific items discussed included algorithms for the discreggraximation of the Laplacian, algorithms
for approximating cut-locus, data reduction techniqued,r@covery from noisy data;

¢ In mathematics the interest focused on certain constmgtilere such topics included zigzag persis-
tence, Hodge theory, and recovering the topology over aomarfeeld;

e In statistics parameter estimation was the main interast@pics included bootstrapping and MCMC
on manifolds, geodesic PCA, asymptotic minimaxity, coiodil independence, statistical multiscale
analysis and analysis over the Euclidean motion group.

Additionally, some physical applications were also disaassuch as brain mapping, network analysis and
biomechanics of osteoarthritis.

Presentation Highlights (in alphabetical order)

Dominique Attali (CNRS, Grenoble)

Persistence-sensitive simplification of functions onases$ in linear time.

Let f be areal-valued function defined on a triangulated surfacene persistence diagram fencodes the
homological variations in the sequence of sublevel §gts: f~!(—oc,t]. A point (z,y) in the persistence
diagram of f corresponds to a homological class which appears,imnd disappears if,. The distance
y — x of the point(z, y) to the diagonal represents the importance of the assodiatedlogical class: the
further away a point is from the diagonal, the more importhatassociated feature. Arsimplification of
fis a mapg on .S whose persistence diagram consists only of those poinkeidiagram off that are more
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thane away from the diagonal. The speaker gave an algorithm fostcocting are-simplification of f which
is alsoe-close tof. This was a joint work with M. Glisse, S. Hornus, F. Lazarud & Morozov.

Peter Bubenik (Cleveland State University)

Persistent homology and nonparametric regression.

The talk focused on estimating the persistent homology blese! sets of a function on a compact Rieman-
nian manifold, from a finite noisy sample. The Stability Thera of Cohen-Steiner, Edelsbrunner and Harer
bounds the distance between the persistent homologies stitfievel sets of two functions by the supremum
norm of the difference between the two functions. Usingitbsult, the above topological problem was trans-
lated to the statistical nonparametric regression proldaena compact manifold under the sup-norm loss.
The main result was a calculation the sharp asymptotic ng@ribound. Furthermore, the construction of
the estimator in the proof is well-suited to calculationsha persistent homology of its sublevel sets. These
techniques were applied to brain image data. Initial resollicated the possibility of distinguishing autistic
and control subjects by the topology of their brains. This yeént work with Gunnar Carlsson, Moo Chung,
Peter Kim, and Zhiming Luo.

Gunnar Carlsson (Stanford University)

Generalized Persistence, Noise, and Statistical Sigmifiea

Persistent homology has been shown to be a useful way totdgiglitative structure in various kinds of data

sets. The speaker showed that a generalized form of perséstealled “zig-zag persistence”, can be useful
both in removing noise in certain geometric problems as a&ih understanding statistical significance of
qualitative geometric invariants. This was joint work withde Silva and D. Morozov.

Fred Chazal (INRIA)

Geometric inference for probability distributions

Data often comes in the form of a point cloud sampled from dmawn compact subset of Euclidean space.
The general goal of geometric inference is then to recovemggric and topological features (Betti numbers,
curvatures,. .) of this subset from the approximating point cloud data.doent years, it has appeared that
the study of distance functions allows one to address matlyest questions successfully. However, one of
the main limitations of this framework is that it does not eapell with outliers nor with background noise.
The speaker showed how to extend the framework of distamazifuns to overcome this problem. Replacing
compact subsets by measures, he introduced a notion ohciistanction to a probability distribution in
R™. These functions share many properties with classicahmiégt functions, which makes them suitable
for inference purposes. In particular, by considering appate level sets of these distance functions, it is
possible to associate in a robust way topological and ge@rieatures to a probability measure. This was
joint work with David Cohen-Steiner.

Moo Chung (University of Wisconsin-Madison)

Eigenfunctions of Laplace-Beltrami operator in corticahnifolds

In quantifying cortical and subcortical anatomy of the harbaain, various differential geometric methods
have been proposed. Many such successful methods arertiiéngplicit and without explicit parametric
forms. Although there are a few parametric approaches ssisplzerical harmonic descriptors, their appli-
cation has been limited to simple subcortical structurdse reason for the lack of more explicit parametric
approaches is that it is difficult to construct an orthondrbesis for an arbitrary cortical manifold. The
speaker proposed to use the eigenfunctions of the LaplatteaBii operator, which are computed numer-
ically using the cotan formula. The eigenfunctions are thseed in setting up a regression in the cortical
manifold. In the heat kernel smoothing framework, smodajliédone by expanding the heat kernel using the
eigenfunctions. The eigenfunction approach offers farenflaxibility in setting up a statistical model than
implicit approaches.

Vin de Silva (Pomona)

Zigzag persistence

Zigzag persistence is a new methodology for studying persie of topological features across a family of
spaces or point-cloud data sets. Building on classicaltseabout quiver representations, zigzag persistence
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generalises the highly successful theory of persistenthagy and addresses several situations which are not
covered by that theory. The speaker presented theoretidadlgorithmic foundations with a view towards
applications in topological statistics. As an importanample, he discussed a particular zigzag sequence
derived from the level sets of a real-valued function on akogical space. A powerful structure theorem,
called the Pyramid Theorem, establishes a connection ketifes "levelset zigzag persistence” and the
extended persistence of Cohen-Steiner, Edelsbrunner anel.HThis theorem resolves an open question
concerning the symmetry of extended persistence. Moretheeinterval persistence of Dey and Wenger can
be understood in this context; in some sense it carries-tueaeters of the information produced by the other
two theories. This was joint work with Gunnar Carlsson andttiynMorozov.

Tamal Dey (Ohio State University)

Topology by approximating cut locus from point data

A cutlocus of a poinp in a compact Riemannian manifaM is defined as the set of points wheneimizing
geodesics issued fromstop being minimizing. It is known that a cut locus contairesstrof the topological
information of M. One can try to utilize this property of the cut loci to de@plthe topology ofd/ from

a point sample. Recently it has been shown that Rips compleae be built from a point sample of M
systematically to compute the Betti numbers, the rank ohthmology groups of\/. Rips complexes can
be computed easily. However, the sizes of the Rips comptexekto be large. Since the dimension of a cut
locus is lower than that of the manifold, a sub-sample of approximating the cut locus is usually much
smaller in size and hence admits a relatively smaller Ripsptex. The speaker explored the above approach
for point data sampled from surfaces embedded in any higlemsional Euclidean space. He presented an
algorithm that computes a sub-sampteof a sampleP of a 2-manifold whereP’ approximates a cut locus.
Empirical results show that the first Betti numberifcan be computed from the Rips complexes built on
these sub-samples.

Leo Guibas(Stanford)

Analysis of Scalar Fields over Point Cloud Data

Given a real-valued functiofi defined over some metric spaég is it possible to recover some structural
information aboutf from the sole information of its values at a finite subfedf sample points, whose
pairwise distances iX are given? The speaker provided a positive answer to thistigne More precisely,
taking advantage of recent advances on the front of stalidlitpersistence diagrams, he introduced a novel
algebraic construction, based on a pair of nested famifiessnaplicial complexes built on top of the point
cloud L, from which the persistence diagramfofan be faithfully approximated. He then derived from this
construction a series of algorithms for the analysis ofacitlds from point cloud data. These algorithms
are simple and easy to implement, have reasonable come#gxind come with theoretical guarantees. This
was joint work with F. Chazal, S. Y. Oudot, and P. Skraba.

Susan HolmegStanford)

How to sample from a manifold: Applications to validatiorGdmputational Topology and its algorithms
The speaker surveyed the classical methods of paramettstbapping and MCMC for generating samples
from non uniform distributions. Then she presented work@n to draw samples from a manifold and show
how this can be used to compute confidence statements fdtsrérsun various outputs from computational
topology algorithms such as JPlex. This was joint work wighdPDiaconis and Mehrdad Shahshahani.

Stephan Huckeman(Goettingen)

Intrinsic Statistics on Riemannian Manifolds

One goal in image analysis consists in describing stagististributions of characteristic patterns, e.g. shapes
of random physical objects. Typically such shapes live om-Baclidean manifolds, possibly with unbound
curvature at singularities (e.g. Kendall's 3D shape spat#ijle over the last decades statisticians have used
Euclidean approximations to these manifolds thus makiotstof classical multivariate analysis available
for “sufficiently concentrated data”, this talk aimed afinsic generalizations of PCA and MANOVA thus
broadening the scope of statistical image analysis.

Matt Kahle (Stanford University)
Moduli spaces of hard disks in a box
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The speaker discussed a family of moduli spaces which greedassical configuration spaces for points
in the plane. However, the methods used for computing hogyotd configuration spaces are not easily
applicable to these spaces, and even the number of composesTs to be a fairly subtle question. So
computational / applied methods were used to better uradetshis pure math problem. A combination of
techniques, including simulated annealing and the nudgstie band method, were used to compute the
most basic topological features of these spaces. Therels@s drief discussion of the statistical physics
setting that motivates the problem, suggested by PersioDiac This was ongoing joint work with Gunnar
Carlsson and Jackson Gorham.

Andre Lieutier (Dassault Systemes)

A stable notion of curvature on point clouds

The speaker addressed the problem of curvature estimationdampled compact sets. The main contribu-
tion was a stability result: the gaussian, mean or anis@royrvature measures of the offset of a compact
set K with positiveu-reach can be estimated by the same curvature measuresaifabeof a compact set
K’ close to K in the Hausdorff sense. He showed how these turganeasures can be computed for finite
unions of balls. The curvature measures of the offset of apaminset with positive:.-reach can thus be
approximated by the curvature measures of the offset of atyotoud sample. These results can also be
interpreted as a framework for an effective and robust magfocurvature. This was joint work with Frederic
Chazal, David Cohen-Steiner and Boris Thibert.

Zhiming Luo (University of Guelph)

Asymptotic minimax regression estimate under super-nossidn Riemannian manifold

Relating to Peter Bubenik’s talk “Persistent homology aodparametric regression”, the speaker gave more
details on the minimax nonparametric regression estimatdrthe exact constant of the sharp asymptotic
minimax bound on a compact Riemannian manifold. This wag jeork with Peter Bubenik, Gunnar Carls-
son, Moo Chung, and Peter Kim.

Facundo Memoli (Stanford)

A Metric Geometry approach to Object Matching

The problem of object matching under invariances can baedudsing certain tools from Metric Geometry.
The main idea is to regard objects as metric spaces (or meawiric spaces). The type of invariance one
wishes to have in the matching is encoded in the choice of #eica with which one endows the objects.
The standard example is matching objects in Euclidean spader rigid isometries: in this situation one
would endow the objects with the Euclidean metric. More gelszenarios are possible in which the desired
invariance cannot be reflected by the preservation of anamhispace metric. Several ideas due to M.
Gromov are useful for approaching this problem. The spedikeussed different adaptations of these, and in
particular he constructed di? version of the Gromov-Hausdorff distance using mass tramnafpon ideas.

Yuriy Mileyko (Duke University)

Defining hierarchical order within reticular networks

While the Strahler Stream Order is a standard method for atingp the hierarchical order within non-
reticular networks, it cannot handle networks with loopee Bpeaker presented a new algorithm which can
perform such a task for planar networks. This algorithm iseaon ideas from persistent homology and
may be regarded as a generalization of the Strahler Strea®r.OFrom a topological point of view, the
latter method defines a filtration of a network (based on taibies) and updates the order of the edges at
critical events, that is, when two connected componentgee8uch an event can be regarded as a change
in 0-dimensional homology. Therefore, he defined critical évdor networks with loops as changeslin
dimensional homology. Taking advantage of the planaritp oetwork, one can trace a sequence of such
critical events and update the order of network edges. Thik was motivated by the problem of analyzing
the structure of leaf networks, and the speaker presented areliminary results of such an analysis. He
also discussed possible generalizations of the new methadbitrary networks.

Konstantin Mischaikow (Rutgers University)
Topology Guided Sampling of Nonhomogeneous Random Fields
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Topological measurements are increasingly being acceggegh important tool for quantifying complex
structures. In many applications these structures canressed as nodal domains of real-valued functions
and are obtained only through experimental observatiouoratical simulations. In both cases, the data on
which the topological measurements are based are derigesbrie form of finite sampling or discretization.
The speaker presented a probabilistic approach to quangithe number of components of generalized
nodal domains of non-homogeneous random fields in one spaemsion via finite discretizations, i.e., he
considered excursion sets of a random field relative to acomstant deterministic threshold function. He
gave explicit probabilistic a-priori bounds for the suitiy of certain discretization sizes and also provided
information for the choice of location of the sampling peiit order to minimize the error probability.
He illustrated the results for a variety of random fields, dasirated how they can be used to sample the
classical nodal domains of deterministic functions péxearby additive noise, and discussed their relation to
the density of zeros.

Sayan Mukherjee (Duke University)

Conditional Independence Models via Filtrations

The speaker presented a novel approach to infer conditiodapendence models or Markov structure of a
multivariate distribution. Specifically, the objectiveigsplace informative prior distributions over decompos-
able graphs and sample efficiently from the induced postdistribution. The key idea is a parametrization
of decomposable hypergraphs using the geometry of poiris"in This allows for the specification of in-
formative priors on decomposable graphs by priors on a fggteof points. The constructions used have
been well studied in the fields of computational topology aamadom geometric graphs. The framework
underlying this idea was developed and its efficacy wastititisd using simulations.

Axel Munk (Goettingen)

Statistical Multiscale Analysis - From Jump detection t@agra Analysis

The speaker discussed how to use statistical multiscalysa®dSMA) techniques in order extract jumps
from noisy signals in various signal detection problemsisTas applied to reconstruct the open states in
ion channel experiments for biomembranes. In the secoridSpdh was extended to image analysis, i.e. to
2D and 3D. The resulting method is locally adaptive, i.e.utbanatically adjusts locally any regularisation
method to locally varying features, such as edges. This Ikestrated with examples from biophotonic
imaging.

Vic Patrangenaru (Florida State University)

Asymptotic Statistics and Nonparametric Bootstrap on Ntdd$ and Applications

Asymptotic statistical analysis and nonparametric boapsbn smooth geometric objects, or manifolds, is
an exciting and challenging field of research, extendingtivariate limit theorems to the nonlinear case,
where statistical theory and differential geometry aretrieably intertwined, and implementation requires
innovative algorithms and high speed computation. Thisgmetion dealt with recent developments in this
young area of nonparametric statistics, which must alsolvesassociated geometric issues and problems
of implementation. Asymptotic statistics on manifolds éa/wide range of applications in many areas of
science including geology, meteorology, biology, mediagging, bioinformatics and machine vision. This
was joint work with R. N. Bhattacharya, F. H. Ruymgaart artteotcollaborators.

Michael Pierrynowski (McMaster University)

Differential geometry reveals differences in the knee omotif elders with osteoarthritis

Knee motion, force and moment have been used by biomechanistentify elders with and without knee
osteoarthritis (OA). The knee adduction moment has reddive most attention since it is associated with
the severity and prognosis of OA which then informs clims&o prescribe effective intervention. However,
measuring the knee adduction moment clinically is problensince it requires synchronized kinematic data
acquisition and ground reaction force measures. For pat@tinical use the speaker proposed a differential
geometry analysis of the easier measured knee kinemati8)Shat shows promise to detect the presence
or absence of mild to moderate knee OA. This technique sumisrepetitive gait cycles the curvatures and
torsions from the translation component of SE(3) which aentgeometrically interpreted using Frechel's
Theorem. In a similar vein, he examined the length of the patimscribed on a spher§?) by the three
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columns (orthonormal vectors) of the SO(3) orientation ponent. He reported that during repetitive normal
overground gait, the sum of the curvatures and the pathHexigite third SO(3) vector are smallerin 52 elders
with knee osteoarthritis compared to 47 elders with heditiges. He discussed this finding in relation to
OA knees having decreased non-linear motion paths andilégsdtation during gait. This was joint work
with Peter T. Kim.

Louis-Paul Rivest(Université Laval)

Some statistical models for SE(3) data

This presentation began by reviewing the occurrence, irbtbmechanical literature, of data sets whose
elements belong to SE(3), tliedimensional Lie group of 3D rigid body displacements. Tbastruction

of some probability models on SE(3) using distance measuesspresented. These models were used
to describe the dispersion of an observed SE(3) displaceaneund its “true value”. They were used to
construct loss functions for the estimation of the paramsei€a statistical model for SE(3) data. The SE(3)
model used to estimate the directions of the two rotatiors afehe ankle was then be presented. Some
statistical challenges associated with the estimatioheptrameters of this model were reviewed, with some
of the solutions that have been put forward. Statisticalysea carried out with the R-package Kinematics
for the statistical modeling of SE(3) data were be used tstithte the theory.

Stephen SmalgToyota Technological Institute at Chicago)

Hodge Theory

The speaker discussed results on extensions of Hodge ttremmtric spaces and the relations to the subject
“Topology, Geometry and Data”. This was joint work with Nah&le.

Mikael Vejdemo-Johansson(Stanford University)

Persistent Cohomology and Circular Coordinates

An inherent assumption in algorithms for linear or non-éindimension reduction (NLDR) is that the data
will be representable faithfully and efficiently using reallued coordinates. However, there are examples
that challenge this assumption: the circle, for instan@ndp inherently one-dimensional, but using two
real coordinates for a faithful representation. The spepiesented a strategy for constructing circle-valued
functions on a statistical data set. He developed a maghafgrersistent cohomology to identify candidates
for significant circle-structures in the data, and used loamimsmoothing and integration to obtain circle-
valued coordinate functions from representative cocyaiéise cohomology classes recovered. He suggested
that the enriched class of either real- or circle-valueddimate functions permits a precise NLDR analysis
of a broader range of realistic data sets.

Yusu Wang (Ohio State University)

Approximating Laplace-Beltrami Operator, Integrals anda@ients in Non-statistical Discrete Settings

The Laplace-Beltrami operator of a given manifold (e.g, €ase) is a fundamental object encoding the
intrinsic geometry of the underlying manifold. It has mamgerties useful for practical applications from
areas such as graphics and machine learning. For exansplgation to the heat diffusion makes it a primary
tool for surface smoothing in graphics. However, many a tithe underlying manifold is only accessible
through a discrete approximation, either as a mesh or simplg set of points. The important question
is then how to approximate the Laplace operator and othengt@ invariants from such discrete setting.
Previously, much work has been done on approximating Leptgerator from points sampled from some
probabilistic distribution. The speaker described heemcesults on approximating the Laplace operator
from either piecewise linear manifolds (e.g, meshes) opbingeneral point cloud data. She then gave
several applications of the constructed discrete Laplpegator, including estimating the gradient, critical
points, and the integral of an input function from point adalata.

Scientific Progress Made

The lectures were organized so that there was approximetglgl representation from each of the fields
of computer science, mathematics and statistics. Thrautghe week, each lecture was well attended with
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much discussion and enthusiasm displayed by the audienesti@ns and inquiries were made from scien-
tists within each field, but also from the other fields as wElie scientific progress that was most prominent
therefore can be summarized in terms of the cross-fetitizebetween the above three fields, and the at-
tempt to bridge the “language gap” between the three fieldse Benefits of this synergy was carried on

much beyond the lectures, and what was particularly fatioigavas that in some fields, what they had been
struggling with, was something fairly well known in others.

As mentioned in the introduction, an important goal was tewéng the horizons of statistical data anal-
ysis. It terms of this it is evident that the statisticianséaonsiderable advantages. What is missing from
statisticians is the plethora of geometrical and topolalgiechniques as neither is typically carried out in
graduate statistical training. In particular, developtwrstatistical techniques usually take place over Eu-
clidean space. On the other hand, computer scientists atidmaticians have the geometric and topological
training, as well as experience in development of algorithidevertheless, statistical techniques needed in
non-Euclidean settings are limited consequently, stedistxpertise for these types of structures are not read-
ily available as compared to that available for Euclideaacsp Consequently, significant scientific progress
was made in communicating ideas of each others fields in th&ujiwf using geometric and topological
methods for statistical data analysis.

Outcome of the Meeting

Throughout the meeting, the organizers informally and icomatly canvassed the participants as to their
thoughts on the progress of the workshop thus far. A commenoapl by participants was the sentiment.
On the final day of the workshop, an informal discussion wad teediscuss the outcome of the meeting as
well as possible future like events. A very enthusiasticrapal was relayed by all participants along with a
very sincere desire going forward, to have more of such mgetither as a BIRS workshop, or other formats
and venues. It was expressed that an equal representatinrcémputer science, mathematics and statistics
is the ideal mixture. Furthermore, in future meetings, idiadn to the methodological advances made, a
greater quantity of physical applications using geomeitnid topological statistical data analysis techniques
was desired.
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Invariants of Incidence Matrices
(09w5071)

Mar 29 - Apr 03, 2009

Organizer(s): Qing Xiang (University of Delaware), Chris Godsil (Univiysof Water-
loo), Peter Sin (University of Florida)

Overview of the Field

Incidence matrices arise whenever one attempts to findianarof a relation between two (usually finite)
sets. Researchers in design theory, coding theory, aligeimaph theory, representation theory, and finite
geometry all encounter problems about modular ranks anthSrarmal forms (SNF) of incidence matrices.
For example, the work by Hamada [9] on the dimension of theeagpeherated by-flats in a projective
geometry was motivated by problems in coding theory (Reedlévicodes) and finite geometry; the work of
Wilson [18] on the diagonal forms of subset-inclusion ne#si was motivated by questions on existence of
designs; and the papers [2] and [5] gimanks and Smith normal forms of subspace-inclusion negriave
their roots in representation theory and finite geometry.

An impression of the current directions in research can lireegicby considering our level of understand-
ing of some fundamental examples.

Incidence of subsets of a finite set

Let X, denote the set of subsets of sizén a finite setX. We can consider various incidence relations
betweenX, and X, such as inclusion, empty intersection or, more generaltgrsection of fixed size.
These incidence systems are of central importance in thatrod designs, where they play a key role in
Wilson’s fundamental work on existence theorems. They afgzear in the theory of association schemes.

Incidence of subspaces of a finite vector space

This class of incidence systems is the exa@nalogue of the class of subset incidences. The possible
incidence relations are inclusion or, more generally,rsgetion in subspace of fixed dimension. These
examples have been studied for their relation to questioregiresentation theory of the general linear group.
In some cases, they have been applied to finite geometry aymhsdruct error-correcting codes.
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Incidence of distinguished subspaces of a vector space

In the presence of a quadratic, Hermtian or symplectic fomam,may refine the above incidence systems

by considering distinguished subspaces such as totallyofsio or nonsingular ones. The corresponding

classical group acts and there are connections to its remason theory and to the geometry of the associated
polar spaces.

General Problem: Computation of invariants

Incidence matrices have invariants at several levels aditig If we consider the matrices as representing
linear maps over fields then we wish to compute its eigengadunel rank in every characterispdp-rank
for short). Since there is usually a grogpacting which preserves the incidence relation, the lineap m
becomes a homomorphism 6f-modules, raising deeper questions about@eiodule structure of the
domain, codomain, image and kernel of the map.

The incidence matrix is integral, and can also be regardttbaratrix of a homomorphism of free abelian
groups. Thus, the invariant factors (or Smith normal forifrthe matrix form a stronger set of invariants than
thep-ranks, which can be deduced immediately from the formeis fiime the group action raises questions
about representations over the integers and p\agtic rings.

Finally, incidence matrices have been used as parity chegewerator matrices of codes. Then the
relevant invariants are those which are preserved by aufasms of the code, such as the minimum weight
of a codeword or, more generally the weight enumerator.

Thus it can be seen that there is a multitude of natural pneklelepending on the choice of incidence
system and the choice of invariant. These problems sharg otanmon features but their origins and the
reasons for studying some of them are very diverse, so thdished work on these questions is scattered
across the literature of the subdisciplines. It is no eask jast to keep track of which ones have been
answered!

Presentation Highlights and Scientific Progress Made

Design theory

Letv, k,t and\ be integers withv > k£ >t > 0 and\ > 1. A ¢-designon v points with block sizé: and
index A\ is an incidence structurB = (X, B) with:

1. |X|=v,
2. eachB € Bis ak-element subset of ,
3. forany sefl” C X of ¢ points, there are exactlyblocks containing all points if".

Next we define a class of subset-inclusion matrices. Xdte av-set. LetW,;, denote the(}) by (})
matrix whose rows are indexed by thsubsets ofX, whose columns are indexed by thesubsets of(, and
where the entry in row” and columnk is

1, fTCK,

0, otherwise (4.1)

Wi (T, K) :{

With the definition ofit;;, it becomes clear thattadesign is nothing but @) by 1 vectorz with nonnegative
integer entries such that

Wix = Aj, (4.2)

wherej is the aII-one(j) by 1 vector. Therefore investigating the Smith normal foiig,, is important for
the study oft-designs. Rick Wilson in his talk spoke of his work [18] on agiinal form ofiV;;, and various
applications of this result, including application to acsum Ramsey-type problem. It should be noted that
thep-ranks ofi;;, and thep’-case of the subspace-inclusion matrices were treatedfrgsentation theoretic
methods in the work of Frumkin and Yakir [8]. Rick Wilson alsoted that empty intersection relation
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between subsets and the inclusion relation are essergiahbtie in the set case. This seemingly trivial point
was made by at least three of the speakers. Navi Singhi talkedt his work on tags on subsets [16], and
G. B. Khosrovshahi described his work with his collaboraton special bases of the null spacelif.
These treatments seek to impose orderings on the objedhén words to break their symmetry. Both talks
have a strong algorithmic flavor. Vladimir Tonchev talke@dabhis recent work with Dieter Jungnickel on
counterexamples to the Hamada conjecture, which stateththgeometric desigidG,(n, ¢) andAG,4(n, q)

are characterized as the designs of minimutnanks among all designs with the given parameters. It shoul
be noted that Hamada’s conjecture implies that for any pgisnthe only projective plane of order is
PG(2,p). Previously, only a few counterexamples (with concretepeaters) to Hamada’s conjecture were
known. Recently Jungnickel and Tonchev [10] constructeidfamte family of counterexamples. However it
should be noted that Hamada’s conjecture for symmetrigdsswith classical parameters is neither proved
nor disproved.

Related to Singhi’s talk, we mention that so far attemptsefing a theory of tags for vector spaces
have not been fruitful. But in work of Paul Li [13] solving tleenjecture of Brouwer on the 2-rank of the
symplectic dual polar spaces ov@iF(2), one can clearly see similar ideas about ordering (i.e aking
symmetry) applied to good effect.

Strongly regular graphs

A strongly regular graph srdv, k, A, i) is a graph withv vertices that is regular of valen@yand that has
the following properties:

1. For any two adjacent verticesy, there are exactly vertices adjacent to bothandy.
2. For any two nonadjacent verticesy, there are exactly vertices adjacent to bothandy.

It is well known that strongly regular graphs are equivaleriivo-class association schemes. Many of
the problems above had already been considered in the ¢ofitekongly regular graphs. This area has been
a rich source of examples and interesting problems on iantgiof incidence matrices (more appropriately,
adjacency matrices). There are theorems which charaegnaphs by the invariants and interesting examples
of nonisomorphic graphs with the same invariants. In his, tAhdries Brouwer surveyed the results from
his work with Van Eijl [4]. For various graphs the SNF of thgamkncy matrix is given. Kneser graphs
are defined (graphs on flags of a building of spherical typg@camt when far apart) and it is shown by
examples that in the thin case these Kneser graphs oftentheygoperty that the SNF of the adjacency
matrix A equals the SNF of the diagonal matrix with the speatiof A on the diagonal, while in the thick
case the SNF has only powers of p. Quite a few very interestimgrks were made in the talk. For example,
Brouwer commented that it is generally easier to considerrétations of “far apart” rather than “close
together”. Examples of this include Kneser graphs and tix@inalogues. This philosophy is borne outin the
vector space setting where we know fheanks forr-dimensional subspaces versudimensional subspaces
for all » ands when the relation is zero intersection, but we knowgtranks only when either or s is equal
to 1 if we consider inclusion. A nice open problem along thesediis to compute the integral invariants for
zero intersection of-subspaces andsubspaces in projective space. After showing an old pro&rouwer
and Van Eijl for thep-ranks of Paley graphs and large submatrices, Brouwer cortedi¢hat the “and large
submatrices” part is interesting: representation-théoneethods usually give the p-rank of the full matrix
but do not give information on submatrices. Willem Haematked about the work of his former student
Rene Peeters [14] gitranks and SNF of distance-regular graphs.

Representation theory

In recent years representation theory has proven itsek tmnbextremely powerful tool for the exact calcula-
tion of p-ranks.

New results announced at the workshop included the solbtdd Sin of thep-rank problem for point-
hyperplane incidences in orthogonal geometries, orifyimaised in a 1995 paper of Blokhuis and Moorhouse
[3], and the solution of the analogous question for hermigaometries by P. Sin and O. Arslan. This work
applies fairly sophisticated techniques of represematieory of algebraic groups in characterigtjcsuch
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as the Jantzen Sum Formula and the theory of good filtratidhs.p-ranks in question turn out to be the
(previously unknown) dimensions of irreducible repreagons and the above theory reduced the problem to
some complicated but tractable combinatorics.

Representation theory is an important tool in the work Bar&m [2] describing the permutation module
for GL(n, ¢) on the points of projective space. This work yields thenk of many incidence systems on
which GL(n, ¢) acts, including the famous Hamada formula for theank of points versus subspaces of a
fixed dimension. Later thg-rank for the incidence relation of zero intersection betwe-subspaces and
s-subspaces for anyands was determined from detailed knowledge of this module.

The work of Chandler, Sin and Xiang [6, 7] on thaanks for symplectic spaces also depends heavily
on representation theory. A special case of their comprtativhich is of interest to other areas include
the p-ranks for the symplectic generalized quadrangles in dbariaticp, which are consequently all known
now.

The success of representation theory in the above probleggests applying the representation theory
of the symmetric group to incidences of subsets of a set. layathe elegant matrix method of Wilson serves
the same purpose as representation theory. Neverthdlassy istill be an instructive exercise to recast this
body of work in the language of symmetric group represemtati Young tableaux, Specht modules etc. This
might also throw some light on open problems such as theénciel of subsets with prescribed intersection
size.

Coding theory

Recently, electrical engineers have been interested irdiemsity parity-check (LDPC) codes defined by
incidence matrices of generalized polygons. The dimessadrthe codes ar2-ranks, which are known,
having been computed by eigenvalue methods and repréaseritegory. However, one can also ask questions
about weight enumerators, for which such methods cannoséé. urThe earliest work in this direction was
by Bagchi and Sastry [1] but the subject has been dormaritthatrecent interest. L. Storme, J-L. Kim, K.
Mellinger and others have brought new life to the subjecthls talk, Leo Storme survey his recent results
with his collaborators on codewords of small weights in aesing from projective planes, on codewords
of small or large weights in codes arising from the clasgjealeralized quadrangles. The methods used here
are mainly from finite geometry. See [12, 11] for more details

Computation

Incidence matrix problems can easily stretch computerbedimit. For example, in the process of com-
puting the SNF of g0, 1)-incidence matrix, the entries of the matrices arising fiatermediate steps can
get extremely large even though the entries in the origiretrimare very small (here the entries are 0 or
1). Saunders gave an overview of the LinBox package, whichados efficient algorithms for computing
SNF of integral matrices. In particular, Saunders explithe importance and effectiveness of probabilistic
algorithms. Brouwer explained the need for ways to paia#éeiomputations.

Open Problems

Many open problems and conjectures were proposed in the déltke workshop or during informal discus-
sions. Some were already mentioned in previous section® e collect a few of them.

1. LetV be an(n + 1)-dimensional vector space ov@f (¢), whereq = p'. For anyi, 1 < i < n, we use
L; to denote the set of alldimensional subspaces &t For integers., s, 1 < s <r <n, let4, s(q)
denote the (0,1)-incidence matrix with rows indexed by @etaY of £, and columns indexed by
elements? of £,, and with(Y, Z)-entry equal to 1 if and only iZ C Y. Thep-rank of A, 5(q) is
known whens = 1. What is thep-rank of A, ;(¢) whenl < s < n?

2. Using the notation in Problem 1, for integers, 1 < s < r < n, let B, ;(¢) denote the (0,1)-incidence
matrix with rows indexed by elemenis of £,. and columns indexed by elemerifsof £, and with
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(Y, Z)-entry equal to 1 ifand only i¥ N Y = {0}. Thep-rank of B, 5(q) is known from the work of
P. Sin [15]. What is the SNF dB, ;(q)?

3. In[6, 7], the symplectic analogues of Hamada's formulaengven. How about orthogonal and Her-
mitian analogues of Hamada’s formula?

4. How to define tags on subspaces of a finite dimensional vspse so that we can use them to solve
p-rank and SNF problems for incidence relations betweenpades?

5. In [17], it was shown that every commutative semifield afearcongruent to 1 modulo 4 gives rise to
a strongly regular graph with Paley parameters (or, a ps®adey graph, for short). Assume thgis
an odd prime power. Let be a nonsquare ik = GF(q), and letl # o € Aut(K). The Dickson
semifield( K2, +, x) is defined by

(a,b) * (¢,d) = (ac+ jb°d?, ad + be).

Let

D(q,0) = {(z® +jy*", 2zy) | (z.y) € K, (z,y) # (0,0)}, (4.3)
i.e., D is the set of nonzero “squares” of the Dickson semifield. TtherCayley graptX (K2, D(q, o))
with vertex setK? and connecting seb(q, o) is a pseudo-Paley graph. Let= 3!, let A be the
adjacency matrix ofX (K2, D(3!,0)), and letr; = ranks(A) (i.e., the rank ofA over GF(3)). The
first few terms of the sequende,),>; were computed by David Saunders and Guobiao Weng. For
example;; = 4,79 = 20,73 = 85,74 = 376,r5 = 1654,1¢ = 7283,r; = 32064. Based on the
above data, David Saunders conjectured that

ry =4r_1 + 2ry_9 — ry_3,

for all ¢ > 4. The significance of the conjecture lies in that its validitymediately implies that the
pseudo-Paley graph constructed from the Dickson semifigteieg = 3%) is not isomorphic to the
Paley graph with the same parameters.

Conclusion

Invariants of incidence matrices have been studied by relsegs in algebraic graph theory, representation
theory, design theory and coding theory. Bringing togepieaple working on distinct but overlapping and
strongly analogous problems has helped to create a clemofi@hat is known and what are important open
guestions. The lectures and informal discussions haveg@toreg way to clarifying the relationships between
the different theories, the role of different technical aggzhes and how the main problems fit together into
a unified scheme. The territory has been charted clearly. &kenow see the holes in our knowledge
which can soon be filled in by existing methods and also thénguedge problems where new results will
mark significant progress. Experimental methods have aem lexamined in depth, with clear evidence
of the value of computer work for producing conjectures axyuket discussion of the precise limitations of
computers in handling incidence problems.

A good example of work exhibiting influences from many sosraas the talk of David Chandler. In
his work with P. Sin and Q. Xiang on the integral invariants ificidence of points and subspaces of a
fixed dimension in a finite projective space, combination lodracter sums and p-adic methods such as
Stickelberger’'s theorem and Wan’s theorem with represientaheory of the general linear group. The
character sums can be considered a technique imported frethéory of difference sets. He also showed
how these ideas could be applied to solve a classical proipl€alois geometry on the size of intersections
of unitals.

In organizing this workshop our goals were to provide a gaheontext for a broad range of analo-
gous problems which previously may have appeared isolatedifo publicize certain methods, approaches
and problems from the component subdisciplines which wiherunknown or had never been tried by
researchers with other backgrounds. Our scientific aimdaile been achieved if the workshop has acceler-
ated the adoption of new methods, provoked interest in opaligms and provided a framework for future
collaborative work between different subdisciplines inethinvariants of incidence matrices are important.
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University)

Introduction by The Organizers

The main objective of this workshop was to bring togetherheatatical statisticians and econometricians
who work in the field of nonparametric and semiparametriistieal methods. Nonparametric and semipara-
metric methods are active fields of research in economégiarty and are becoming increasingly importantin
applied econometrics. This is because the flexibility of-ramd semiparametric modelling provides impor-
tant new ways to investigate problems in substantive eca@®riviany of the most important developments
in semi- and nonparametric statistical theory now takegpla@conometrics. Moreover, the development of
non- and semiparametric methods that are suitable to thesrafeeconomics presents a variety of mathe-
matical challenges. Econometric research aims at aclg@virunderstanding of the economic processes that
generate observed data. This is different from fitting dagd may be useful for prediction but that do not
capture underlying causes. A large part of economic theongists of models of equilibria of competing
processes. Statistical data are a snapshot of the equitidrut, by themselves, do not reveal the processes
that led to the equilibrium. Consequently a reduced form ehdel.g\a conditional mean function) does
not suffice for much economic research. Achieving an undedsihg of the economic processes requires a
careful combining of economic theory and statistical cdestions. This often requires the development of
statistical tools that are specific to the problems thatari€conomics and are unfamiliar in other statistical
specialties. For example, econometric research has foarsdeveloping methods to deal with endogenous
covariates (that is, covariates that are correlated witlodets error terms), time series models that fit equi-
libria as stationary submodels (cointegration), and tiees models for volatility processes (conditional
variances) in finance. Semi- and nonparametric methodseing lbised increasingly frequently in applied
econometrics. The models are not necessarily of the sinopte 6f classical regression, "response = signal
plus independent noise,” where the signal can be recoveremiparametric smoothing of the responses.
Rather, the nonparametric functions enter the model in ehmuare complicated way. Mathematically this
has led to challenging problems. Identifiability of a modehuch more involved in nonparametric model
specifications. In particular, this is the case for nonsgplarmodels where the error terms do not enter addi-
tively into the model. Some nonparametric inference proislgvith endogenous covariates lead to statistical
inverse problems and require the study of estimates antd@odof noisy integral equations. The mathemati-
cal analysis of nonparametric time-series models and gba@ametric diffusion models is strongly related to
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research in stochastic processes, Markov processesastimcainalysis and financial mathematics. Empirical
process theory is an essential tool for the understandinmidérm performance and of convergence rates
of nonparametric estimates and for efficiency considematin semiparametric models. All these problems
were topics of talks and discussions at the workshop. Théenadtical development in econometrics is

complimentary to recent statistical applications in bigloThere, the focus tends to be on dimension reduc-
tion for the statistical analysis of high-dimensional dathe intellectual charm of mathematical research in
modern econometrics comes from the interplay betweersstati and economic theory.

Abstracts

Identifying the Returns to Lying When the Truth is Unobserved, Arthur Lewbel,
Boston College

Consider an outcome Y, an observed binary regressor D, andabyserved binary D*. This paper considers
nonparametric identification and estimation of the effé@ on Y, conditioning on D*. Suppose Y is wages,
unobserved D* indicates college experience, and D indcel@ming to have been to college. This paper
identifies the 'returns to lying’ difference in wages, ab6Ui to 20%, between those who falsely claim college
versus those who tell the truth about not having college.

Identification is obtained either by observing a variableodghly analogous to an instrument, or by
imposing restrictions on model error moments.

Testing Conditional Factor Models, Dennis Kristensen, Calmbia University

We develop a new methodology for estimating time-varyingdaloadings and conditional alphas based
on nonparametric techniques. We test whether long-rurealpdr averages of conditional alphas over the
sample, are equal to zero and derive test statistics fordhstancy of factor loadings. The tests can be
performed for a single asset or jointly across portfoliobe Traditional Gibbons, Ross and Shanken (1989)
test arises as a special case when there is no time variatithe ifactor loadings. As applications of the
methodology, we estimate conditional CAPM and Fama anddfrét993) models. We reject the null that
long-run alphas on book-to-market and momentum decilégims are equal to zero even though there is
substantial variation in the conditional factor loadinfithese portfolios.

Semiparametric modeling and estimation of the dispersionudnction in regression, In-
grid Van Keilegom, Universite catholique de Louvain

Modeling heteroscedasticity in semiparametric regressém improve the efficiency of the estimator of the
parametric component in the regression function, and iomapt for inference problems such as plug-in
bandwidth selection and the construction of confidencevate. However, the literature on exploring het-
eroscedasticity in a semiparametric setting is rathetdichiExisting work is mostly restricted to the partially
linear mean regression model with a fully nonparametri¢avene structure. The nonparametric modeling
of heteroscedasticity is hampered by the curse of dimeabtgin practice. Moreover, the approaches used
in existing work need to assume smooth objective functitresefore exclude the emerging important class
of semiparametric quantile regression models. To overdbmese drawbacks, we propose a general semi-
parametric location-dispersion regression frameworkctvianriches the currently available semiparametric
regression models. With our general framework, we do notl teémpose a special semiparametric form
for the location or dispersion function. Rather, we prowdsy to check sufficient conditions such that the
asymptotic normality theory we establish is valid for maymmonly used semiparametric structures, for
instance, the partially linear structure and single-instewcture. Our theory permits non-smooth location or
dispersion functions, thus allows for semiparametric giieaheteroscedastic regression. We demonstrate the
proposed method via simulations and the analysis of a realsad. (This is joint work with Lan Wang).
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Asymptotic Theory for Nonparametric and Semiparametric Edimation with Spatial
Data, Peter Robinson, London School of Economics

We develop conditions for asymptotic statistical theonydstimates of nonparametric and semiparametric
models when the data are spatial, or spatio-temporal. \@matito cover data that are regularly or irregularly-
spaced, as well as ones where only pairwise distances atalbdeaand cross-sectional data in which even
this information is lacking but dependence is feared. Thesstis on allowing for a broad range of spatial
dependence, including long-range dependence, and heteribg including conditional and unconditional
heteroscedasticitya

On the Regularization Power of the Prior Distribution in Lin ear ill-Posed Inverse
Problems, Anna Simoni, Toulouse School of Economics

We consider a functional equation of type "Y = Kx + U in an Hiftgpace. We wish to recover the functional
parameter of interest x after observing Y . This probleniigased because the operator K is assumed to be
compact. We consider a class of models where the prior loligioin on x is able to correct the ill-posedness
even for an infinite dimensional problem. The prior disttibon must be of the g-prior type and depends on
the regularization parameter and on the degree of penalizaiVe prove that, under some conditions, the
posterior distribution is consistent in the sampling sersgarticular, the prior-to-posterior transformation
can be interpreted as a Tikhonov regularization in the Hiilbeale induced by the prior covariance operator.
Finally, the regularization parameter may be treated asyaerparameter and may be estimated using its
posterior distribution or integrated out.

Efficient Estimation in ICA and ICA-Like Models, P.J. Bickel , UC Berkeley

The ICA (Independent Component Analysis) generalizatiah@multivariable Gaussian model corresponds
to observing n iid observations of the form:

X = AZ,

where X, Z are p=1 and the components of Z are independerg.weil known that if Z has at most one
Gaussian component A is identifiable up to permutation aadrer of the rows. Chen and Bickel (2006)
Ann.Statist. constructed efficient estimates of A, ie onBglwachieved the information bound if the com-
ponents of Z had distributions known up to scale.

We'll discuss estimation in a generalization and a relatedeh The generalization is to the case where:

X =(X1,...,Xp) X, = AZ,

the X; are p dimensional, the Z have dimensipg p, p is unknown, the Zi components are independent but
differ in i through scale only and the rows of A are sparse. ¢osel model discussed is due to Blanchard et
al (2006), JIMLR. We indicate its identity to the “sliced imge regression” model of D.Cook(2007)Statistical
Science and discuss efficient estimation in that model als wel

Inference Based on Conditional Moment Inequalities, Donal W. K. Andrews, Yale
University

In this paper, we propose an instrumental variable apprimectnstruct confidence sets for the true parameter
in models defined by conditional moment inequalities/ eitjgal We show that by properly choosing instru-
ment functions, one can transform conditional moment iaéties/equalities into unconditional ones without
losing identification power. Based on the unconditional reatinequalities/equalities, we construct confi-
dence sets by inverting Cramér-von Mises-type tests.ic@tivalues are chosen using generalized moment
selection (GMS), plug-in asymptotic, and subsampling pdoces. We show that the proposed confidence
sets have correct uniform asymptotic coverage probagslitiNew methods are required to establish these
results because an infinite-dimensional nuisance paramaféets the asymptotic distributions. We show
that the tests considered are consistent against all fixedhatives and have power against a broad array of
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n-1/2-local alternatives, though not all such alternatiw&/e extend the results to allow for an infinite number
of conditional or unconditional moment inequalities/eliies.

Identification and Estimation of Marginal Effects in Nonlin ear Panel Models, Whit-
ney Newey, MIT

This paper gives identification and estimation results fargimal effects in nonlinear panel models. We
find that linear fixed effects estimators are not consistiu,in part to marginal effects not being identified.
We derive bounds for marginal effects and show that they icdmen rapidly as the number of time series
observations grows. We also show in numerical calculattbasthe bounds may be very tight for small
numbers of observations, suggesting they may be usefuattipe. We propose two novel inference methods
for parameters defined as solutions to linear and nonlinegrams such as marginal effects in multinomial
choice models. We show that these methods produce uniforatity confidence regions in large samples.
We give an empirical illustration.

Gaussian process priors in honparametric and semiparametc estimation, Aad van
der Vaart VU University Amsterdam

We discuss the use of Gaussian processes as priors for aowmKanction in a Bayesian analysis. We
study the posterior distribution of the function or a paréane the "frequentist” set-up, where the data are
generated according to a fixed "true distribution”. We ekplaow the rate of contraction of the posterior to
the true parameter depends on the properties of the Gayssiemss (reproducing kernel Hilbert space and
small ball probability), how (random) scaling influencesttate, and how this changes if we are interested
in a (semiparametric) functional. The first part of the tallbased on joint work with Harry van Zanten; the
second part is mainly based on work of Ismael Castillo, baimfVU University Amsterdam.

Nonparametric partial-frontier estimation: robustness and efficiency, Irene Gijbels,
Katholieke Universiteit Leuven, Belgium,

One of the major aims in recent nonparametric frontier mades to estimate a partial frontier well inside
the sample of production units but near the optimal boundawo concepts of partial boundaries of the
production set have been proposed: an expected maximumtdudptier of order m=1,2,. . . and a
conditional quantile-type frontier of order 2]0, 1]. In ¢hialk, we answer the important question of how
the two families of partial production frontiers are linkdebr each order m, we specify the order for which
both partial boundaries can be compared. A discussion obrgekdown as well as on the efficiency of the
nonparametric order-m frontiers and the order- frontiggsrovided. Some asymptotic results are discussed.
The theoretical findings are illustrated through some satims and data analysis. This talk is based on joint
work with Abdelaati Daouia.

Estimation of nonparametric models with simultaneity, Ros L. Matzkin, University
of California, Los Angeles

We introduce new estimators for nonparametric, nonadditiodels with simultaneity. The estimators are
computed as simple functionals of nonparametric estirsaibthe distribution of the observable variables,
using constructive methods for identification. They arewaito be consistent and asymptotically normal.
It is shown that when each structural equation possessescarsige observable exogenous variable, then
under some restrictions on the derivatives with respedidsd variables, one can estimate all the remaining
derivatives by matrix inversion and multiplication, angdais to Least Squares. The paper analyzes in detail
the identification and estimation of a single equation medetn simultaneity is present and an instrument
is available.
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Identification in Accelerated Failure Time Competing RisksModels, Sokbae Lee Uni-
versity College London

We provide new conditions for identification in accelerafaiure time competing risks models. In our
model, we specify unknown regression functions and the minvivor function of latent disturbance terms
nonparametrically. We show that the model can be identifigl @ovariates that are independent of latent
errors, provided that certain rank conditions are satisféelpresent a simple example in which our rank con-
ditions for identification are verified. Our identificatiomategy does not have the problem of identification
at near zero”.

On Robust Estimation of Moment Condition Models with Depencent Data, Y. Kita-
mura, Yale University

Moment condition models are frequently used in dynamic eowetric analysis. They are particularly useful
when one wishes to avoid fully parameterizing the dynanmdbé data. Even with such flexibility, however,
it is often highly desirable to use an estimation methodighetbust against small deviations from the model
assumptions. For example, measurement errors, which wauggg problems in time series analysis, can
contaminate observations and thereby leading to suchti@via

Though GMM is generally considered to be a robust estimttisrpaper demonstrates that an alternative
estimator, which is termed the blockwise minimum Hellingé&tance estimator (the blockwise MHDE),
possesses desirable optimal properties in terms of robsstiSimulations confirm these theoretical results,
and GMM is found to be quite sensitive to deviations of daterfthe model specification. Previous results
obtained by Kitamura, Otsu, and Evdokimov (2008) are exdrid several aspects.

Semiparametric estimation of markov decision processes Wi continuous state space,
S.T. Srisuma, London School of Economics

We provide two-step root T consistent estimators for thecstiral parameters for a class of semiparametric
Markovian discrete choice models. Such models are populapplied work, in particular with labor and
industrial organization. We extend the simple methodolofPesendorfer and Schmidt-Dengler (2008)
to allow for continuous observable state space. This eikirns non-trivial as the value functions, to be
estimated nonparametrically in the first stage, are defieedrsively in a non-linear functional equation.
Utilizing structural assumptions, we show how to consiyegstimate these infinite dimensional parameters
as a solution to an integral equation of type 2, see LintorMachmen (2005), the solving of which is a well-
posed problem. We employ the method of kernel smoothingarfitst stage and also provide the distribution
theory for the value functions.

Functional Linear Instrumental Regression, Sbastien Van Bellegem, Toulouse School
of Economics

This talk is devoted to the functional linear modék= (Z, ¢) + U whereZ is a random element in a Hilbert
spaceH, ¢ is an unknown function oH, (-, -) is the scalar product it andU is a random error that is or-
thogonal to some functional instrumental varialdfe A particular case is given whéi = R?, in which case
we recover the standard linear instrumental regressiorsh& that solving this problem s a linear ill-posed
inverse problem, with a known but data-dependent oper&tor.goal is to analyse the rate of convergence
of the Tikhonov-regularized estimator, when we premuytipple problem by an instrument-dependent oper-
ator B. This extends the Generalized Method of Moments to funeti@MM. We then discuss the optimal
choice of B and propose an extension of the notion of “weak instrumenthiis nonparametric framework.

Nonparametric estimation of Exact consumer surplus with edogeneity in price, Anne
Vanhems, Toulouse School of Economics

This paper deals with nonparametric estimation of vanmtid exact consumer surplus with endogenous
prices. The variation of exact consumer surplus is linketl thie demand function via a non linear differential
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equation and the demand is estimated by nonparametricimstrtal regression. We analyze two inverse
problems: smoothing the data set with endogenous variablésolving a differential equation depending
on this data set. We provide some nonparametric estimatsept results on consistency and optimal choice
of smoothing parameters, and compare the asymptotic grep&s some previous works.

Identification and Estimation of a Nonparametric Transformation Model, Hidehiko
Ichimura, University of Tokyo

A nonparametric version of the Box-Cox transformation miasleonsidered. Namely, the dependent vari-

able, Y, and a vector of explanatory variables, X , are olegrand (Y,X) is being generated by the model

A(Y) = m(X) 4+ U, whereA is a strictly increasing unknown function and-jrié an unknown function, U

is an unobserved random variable that is independent of Xthvé& cumulative distribution function F.
Sufficient conditions under which identification &4f m(.), and F are achieved are discussed, estimators

of these parameters developed, and their consistency gngpastic distribution theory established.

Nonparametric Identification in Generalized Competing Riks Models with Applica-
tions to Second-Price Auctions, T. Komarova, London Schoalf Economics

This paper proposes an approach to proving nonparamegntifidation for distributions of bidders’ values
in asymmetric second-price auctions. | consider the casravhidders have independent private values,
and the only available data pertain to the winner’s idergiig to the transaction price. | provide conditions
on observable data sufficient to guarantee point identificatMy identification proof is constructive and
based on establishing the existence and uniqueness of #oradlo the system of non-linear differential
equations that describes the relationships between unkdatribution functions and observable functions.
It comprises two logical steps: proving the existence ariqueness of a local solution, and then extending
that solution to the whole support.

In addition to the main result, | demonstrate how this appinazan obtain identification in more general
auction settings, such as those with a stochastic numbedadéis, or with weaker support conditions. | also
show that my results can be extended to generalized congpiétks models. Moreover, contrary to classical
competing risks (Roy model) results, | describe how geimrdimodels can yield implications that can help
check for model misspecification. Finally, | provide a siemmimum distance estimator and show that it
consistently estimates the underlying valuation distrdruof interest.

Sparse non-Gaussain component analysis, V.Spokoiny, Huraldt University

Non-gaussian component analysis (NGCA) introduced in &land et al (2006) offered a method for high
dimensional data analysis allowing for identifying a loiwwménsional non-Gaussian component of the whole
distribution in an iterative and structure adaptive way. ifportant step of the NGCA procedure is iden-
tification of the non-Gaussian subspace using Principle gzorant Analysis (PCA) method. This article
proposes a new approach to NGCA callegharse NGCA which replaces the PCA-based procedure with a
new the algorithm we refer to agonvex projection.

On PSMD Plug-in Estimation of Functionals of Semi/nonparanetric Conditional and
unconditional Moment Models, Xiaohong Chen, Yale Univerdy

In this paper, we consider estimation of functionals of unkn parameters that are identified via the "plug-
in” semi/nonparametric conditional and unconditional nemtmodels, in which the generalized residual
functions may be non-pointwise smooth with respect to thenawn functions of endogenous variables.
We establish the asymptotic normality of the penalizedesignimum distance estimator (PSMD) of any
functionals, which may or may not be root-n estimable. Facfionals that are root-n estimable, our PSMD
estimator achieves the semiparametric efficiency boundiainrdl Chen (2005). Regardless whether the
functionals are root-n estimable or not, we show that thdilproptimally weighted criterion function is

chi-square distributed. We provide two example applicetio(1) root-n efficient estimation of weighted
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average derivative of nonparametric quantile instrunieatdables (1V) regression; (2) pointwise asymptotic
normality of nonparametric quantile IV regression.
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A Short Overview of the Field

Causal inference attempts to uncover the structure of ttzecatal eliminate all non-causative explanations for
an observed association. The goal of most, if not all, siedisinference is to uncover causal relationships.
However it is not in general possible to conclude causatitynfa standard statistical inference procedure,
it is merely possible to conclude that the observed assoniadetween two variables is not due to chance.
Statistical inference procedures do not provide any infdrom about which variable causes the other, or
whether the apparent relationship between the two vasablelue to another, confounding variable. An
explicit introduction of the philosophy of and approachesausation was first brought into the statistical
sciences in 1986 by Paul Holland [1], although referencestsal approaches exist in the literature up to 60
years prior (see, for example, [2, 3]). Since then, therebleas an explosion of research into the area in a
variety of disciplines including statistics (particulatiostatistics), computer science, and economics.

Causal inference in statistics is a broad area of reseanclerwhich many topics fall. In particular, the
following themes were considered:

1. Inference and asymptotic theory

Causal inference provides a natural testbed for classgyahptotic theory, in particular, semi-
parametric inference. Consistent estimation of causamaters is guaranteed under certain
standard regularity and sampling conditions, by the stahdaymptotic theory of estimating
equations. More interesting, however, is first, the issuseshiparametric efficiency - optimal
asymptotic variances can be deduced by appealing to seamigéiiic arguments, but estimation
is complicated by the presence of nuisance parameterdénatit components of the model - and
secondly, the issue of “double robustness” [4], where ctest estimates of causal parameters
follows even under misspecification of the mean model, gledia nuisance model such as the
intervention or treatment model or a missingness mechamisdel is correctly specified. In ad-
dition, non-standard asymptotic theory is required fotaiamon-regular problems, for instance,
those that arise for non-differentiable estimating fumasiin the study of dynamic regimes [5].

2. Balancing scores and inverse weighting: advances irndtistics

45
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The fundamental objective of causal inference is to baldheetreatment groups so that the
treated and untreated subjects are comparable with regpechfounding variables. There are
two common approaches to achieving this balancing tharagaiéntly employed in biostatistics.
The first relies on modeling the probability of receivingatment, so that comparisons between
treatment groups may be made within strata of subjects whe $iilar profiles with respect to
their likelihood of treatment exposure. Adjustment for grebability of receiving treatment is
typically accomplished by weighted regression (Marginal&ural Models [6, 7]), adjustment
in a regression model or matching (propensity scores [8]).

The second approach to causal comparisons is most relevdg context of clinical trials. This
approach aims to identify subjects who have complied wi#hrtrandomly assigned treatment
allocation and to compare response between treated arehtedrsubjects within strata of sub-
jects who have similar profiles with respect to their likelild of complying with the assigned
treatment [9].

3. Instrumental variables and structural equation moaelsnecting statistics and econometrics

As in the health sciences, economists are typically intedes causal relationships, such as
determining whether a particular training program incesaacome. In an instrumental variables
analysis, the key assumption of most causal methods — thairgbunding variables have been
recorded —is dropped; in its place, the analyst requiressiniment, i.e. a variable which predicts
exposure but does not affect outcome via any other pathw@y Many important methods of
causal inference including the instrumental variables@ggh to analysis and the Generalized
Propensity Score — an extension of the traditional propgssbre that facilitates the estimation
of dose-response relationships — were developed by ecst®riihese methods are particularly
useful and are generally under-used by statisticians.

4. Adaptive treatment regimes

Estimating the best sequence of treatment regime for a @hiltmess such as hypertension or
cancer presents many statistical challenges. In many ssehgsks, the potential for microbial
resistance, toxic side-effects, and compliance with tneat over time can complicate the ability
to decide when and how to recommend treatment changes. allypithe individual tailoring

of treatments has been done at the clinical level on an adshegperience-driven basis at the
physician’s discretion, and is not based on statisticalawte. The area of dynamic (or adaptive)
treatment regimes, pioneered in the statistics literatyrdr. Susan Murphy [11] and Dr. James
Robins [5], attempts to formalize the estimation of optihetision rules for treatment over time,
specific to time-varying patient characteristics. Sedqagénecision making problems such as
the estimation of optimal adaptive treatment regimes hése@tzeen considered in the computer
sciences, through methods in artificial intelligence, fiisicement learning, and control theory.

5. Bayesian causal inference

There has been relatively little attention given to caugplreaches such as marginal structural
models in the Bayesian communities, although there are wfseoexceptions (e.g. [12]). Many
of the methods of causal inference including regressiornropemsity scores, marginal structural
models, and instrumental variables require two-step ambres in which a number of nuisance
parameters much be estimated. A Bayesian approach woold &dtr cohesive propagation of
the uncertainty in the models.

Presentation Highlights

The purpose of this inter-disciplinary workshop was thodgsf to review recent advances in the causal in-
ferences in statistic; to bring together researchers frelated fields, in particular Economics, Computer
Sciences, and Epidemiology, who work on causal inferendbadelogy so that approaches and ideas may
be shared; and finally, to increase the profile of causalémige amongst statisticians in Canada.
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The workshop opened on the evening of May 3 with a social hodr @osters presented by Bibhas
Chakraborty (University of Michigan), Ashkan Ertefaie (8id University), Sara Geneletti (Imperial College
London), Jay Kaufman (McGill University), Benjamin Rich ¢@ill University), Susan Shortreed (McGill
University), Elizabeth Stuart (Johns Hopkins Universigid Yongling Xiao (McGill University).

The keynote speaker was Judea Pearl, a computer sciertiphdasopher who formalized the topic of
causal reasoning in his seminal book, “Causality: Mode¢gd®ning, and Inference” [13]. Dr. Pearl provided
the workshop participants with a two-hour overview of cauard counterfacturals, introducing principles
based on non-parametric structural equation models teatidficient for solving many problems involving
causal relationships.

Monday May 4, 2009

Pearl, Judea (University of California, Los Angeles) Discussed principles, based on non-parametric struc-
tural equation models enriched with ideas from logic anghytheory, that give rise to a formal calcu-
lus of counterfactuals and unify existing approaches tcaton.

van der Laan, Mark (University of California, Berkeley) Presented an approach to causal effect estima-
tion that uses cross-validation to select optimal comimat of many model fits, and subsequent
targeted maximum likelihood estimation to target the fit dosls the causal effect of interest. This
approach takes away the need for specifying regressionigadsile still providing maximum likeli-
hood based estimators and inference.

Geneletti, Sara (Imperial College London) Gave an overview of the decision theoretic framework foisahu
inference and discussed the pros and cons of this approagbeced to one based on countrefactuals,
arguing that DT provides a more concise, economical anidiatse approach to inference of treatment
effects.

Neufeld, Eric (University of Saskatchewan)Presented visualizations offering an interesting pedizgbg
tool for explaining the ideas of causation, interventiard aonfounding.

Tuesday May 5, 2009

Small, Dylan (University of Pennsylvania) Introduced the malaria attributable fraction (MAF), tadkebout
difficulties in estimating this quantity, and presented geptial outcomes framework for defining and
estimating the MAF, as well as a sensitivity analysis thaeases the sensitivity of inferences to depar-
tures from the assumption of random assignment of parasitsities.

VanderWeele, Tyler (University of Chicago) Demonstrated the use of marginal structural models, which
can also be applied in the presence of time-dependent codifog, to test for sufficient cause interac-
tions. He showed that lower bounds on the prevalence of sufficient cause interactions could be
determined.

Schaubel, Douglas (University of Michigan) Developed semiparametric methods to estimate the effect on
restricted mean lifetime of a time-dependent treatmertt aplication to data from a national organ
transplant registry. The method involves weighting resfittm stratified proportional hazards models
fitted using a generalization of case-cohort sampling. Madéuation of asymptotic and finite-sample
properties of the proposed estimator was presented.

Henderson, Robin (University of Newcastle)Proposed a modelling and estimation strategy for optimal dy
namic treatment regimes which incorporates the regretiumginto a regression model for observed
responses. This addresses problems of model buildingkictteand comparison that have had little or
no attention so far.

Noorbaloochi, Siamak (Center for Chronic Disease Outcome &search) Showed how sufficiency and an-
cillarity concepts can be used to understand and constreittods to reduce bias due to imbalance in
baseline predictors. Gave as an example the effective diimemeduction summaries provided by
regression graphics as an alternative to propensity basgysis.
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Wednesday May 6, 2009

Strumpf, Erin (McGill University) Provided an overview of two methods, instrumental varigaled re-
gression discontinuity, used by economists to identifyseheffects of interest. Discussed how these
methods have been used to address health-related questions

Robins, James (Harvard School of Public Health)Showed that in certain special cases, a complete causal
DAG can be discovered from data. This is an unusual resuliusecthe causal DAG is normally
considered to be structural information necessarily eseo the data. Under the assumption of faith-
fulness, conditional independence relationships amoagbserved variables impose constraints on
possible DAGs for the data generating process—in the exanwpisidered, however, no such condi-
tional relationships were present. Through manipulatafise joint density that correspond to specific
operations on the associated (unknown) causal DAG, Robhiowexd that an exhaustive search could
uncover conditional independence relationships that dvbave been present had one intervened on
certain variables and that, in the special case considelemtjfy the causal DAG uniquely.

Goetghebeur, Els (Ghent University) Reviewed instrumental-variable-based methods of estmédr the
causal odds ratio when outcomes are dichotomous. Compansade both formally and via simula-
tion were presented.

Hirano, Keisuke (University of Arizona) Presented results on estimation and inference for partasin-
tified models specified through moment inequalities thatodirgreat interest in economics, but also
closely related to problems in dynamic optimal treatmegimes.

Thursday May 7, 2009

Robins, James (Harvard School of Public Health)Presentation given by Dr. Robins in lieu of Andrea
Rotnitzky. Proposed novel methods for using the data obteirom an observational database in one
health care system to determine the optimal treatment eedimbiologically similar subjects in a
second health care system when the two health care systé#earsrdthe frequency of, and reasons for,
both laboratory tests and physician visits. Also proposedwael method for estimating the optimal
timing of expensive and/or painful diagnostic or prognotgsts.

Arjas, Elja (University of Helsinki and the National Instit ute for Health and Welfare) Presented a non-
parametric Bayesian modeling/predictive inference apgindo estimation of optimal dynamic treat-
mentregimes. The proposed methods was illustrated uséigiticenter AIDS Cohort Study (MACS)
data set.

Hernan, Miguel (Harvard School of Public Health) Presented an application oflgnamiamarginal struc-
tural model. The application considered was determinaifadhe optimal threshold in CD4 count for
HAART initiation in HIV patients.

Joffe, Marshall (University of Pennsylvania) Outlined selective ignorability assumptions which can edu
to derive valid causal inference in conjunction with stuwret nested models, illustrated on erythro-
poetin use and mortality among hemodialysis patients. U3sed the connection between selective
ignorability assumptions and G-estimation with instrutaémariables assumptions and estimation.

Gustafson, Paul (University of British Columbia) Considered the case of nonidentified models from a Bayesian
perspective, with an emphasis on the example of instrurheat@bles analysis. Argued that in this
context the posterior distribution on a parameter of irgieneay no longer concentrate to a single point
as the sample size grows and it is therefore important toyghelwidth of large-sample limiting pos-
teriors, as well as their sensitivity to the choice of pri@tdbution.

Richardson, Thomas (University of Washington) Considered the problem of non-identifiability of the in-
strumental variable potential outcomes model in which tistriment, treatment and response are all
binary using a Bayesian approach, also treated by Pearsinduk. After demonstrating sensitivity to
the prior specification, went on to characterize the 15-dsianal parameter space for this problem in
terms of 6 observed and 9 unobserved dimensions after egradirization.
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Abadie, Alberto (Harvard University) Reviewed the topic of matching estimators and their digtidn.
Presented newly developed methods for the calculatiorecdslymptotic distribution of a broad class of
matching estimators. In particular, the important caséefivo-stage estimator obtained by matching
on the propensity score were discussed.

Rosenblum, Michael (University of California, San Franci€o) The targeted maximum likelihood estima-
tor for the causal parameters of a marginal structural meeslpresented and advantageous properties
of the estimator were discussed. A related method for disiggdias due to violation of experimental
treatment assignment has been proposed. These methodtheer@pplied to estimate the effect of
medication adherence on viral suppression in a cohort of pi%itive, homeless individuals in San
Francisco.

Friday May 8, 2009

Sekhon, Jasjeet (University of California, Berkeley) Concerning the problem of using matching to obtain
good balance on observed covariates, proposed a non-pgaiamatching method based on an evolu-
tionary search algorithm. Discussed advantages of thisadatver propensity score matching—in the
example of Pulmonary Artery Catheterization considereel proposed method is able to replicate the
experimental results using observational data while prsipe score matching does not. Also talked
about difficulties and assumptions that apply to the use ¢€hirag in general.

McCandless, Lawrence (Simon Fraser University)Considered Bayesian techniques to adjust for unmea-
sured confounding. A novel methods for observational swdiith binary covariates that models
the confounding effects of measured and unmeasured cotdosias exchangeable within a Bayesian
framework was proposed, and its properties discussed.

Glynn, Adam (Harvard University) Demonstrated that the observation of a post-treatmenaarican
improve our knowledge about total causal effects whennreat assignment is non-ignorable and
the assumptions necessary for the front-door techniqueotlhaid. Presented a Bayesian model that
provides a framework for sensitivity analysis when thettresnt is unobserved, but a post-treatment
proxy is.

Outcome of the Meeting

The workshop successfully brought together researchems $tatistics, School of Government, Economics,

Computer Science, and Epidemiology with a common interequantitative methods for causal inference.

Participants came from Canada, the United States, EngBeldium, and Finland and represented a great
range of career stages. The seminars presented were ofeptiexal quality, and participants took advantage
of the unscheduled time to exchange ideas informally.
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van der Laan, Mark (University of California Berkeley)
VanderWeele, Tyler (University of Chicago)

Xiao, Yongling (McGill University)

A special issue of thénternational Journal of Biostatisticgs forthcoming which will be devoted to
publishing research material presented at the workshofeormsing from discussions which took place at
the workshop.
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Participant Feedback
Michael Rosenblum:

| wanted to express my many thanks for your having organizetl & wonderful conference at
Banff! It was amazing—I learned so much and met such amaesggarchers in causal inference.
The goal of connecting statisticians, computer scientistd economists was certainly achieved.

In particular, the presentations of Judea Pearl, JamierRpand Alberto Abadie were outstand-
ing. The time built in to allow for discussions was great afl.we

Thomas Richardson:

The causal conference was very good. A good mix of people.
Benjamin Rich:

| wanted to tell you what a great time | had at the workshop. dswn amazing week that |
won't forget. | feel very lucky to have participated and | weahto thank you again for giving me
that opportunity. | think the poster was well received, atebined a great deal from the many
excellent talks | heard throughout the week.

Marshall Joffe:

Thank you very much again for including me in the program aifBlast week. This was one of
the best meetings | have ever attended: there were mangstiteg talks, and there was ample
opportunity to converse with and meet many interesting airghbpeople working in the field,
and to learn about many new developments. Additionallys#téng was unbeatable.

Dylan Small:

| had a great time at the causal conference. The talks weat gnel it was great having chance
to spend time with friends and meet new friends.

Tyler VanderWeele

| wanted to write to thank you again for organizing the Banéirlsshop. | really enjoyed my
time there. You did a very nice job of bringing together peopith different backgrounds. The
sessions Monday through Wednesday were quite interestidgathough | then had to leave
after that, | imagine Thursday and Friday went just as wdilarik you again for all of your work
in putting the conference together. Banff is lovely!



Chapter 7

Mathematical Immunology of Infectious
Diseases (09w5054)

May 17 - May 22, 2009

Organizer(s): Jane Heffernan (York University), Beni Sahai (Cadham Rrowl Labora-
tory), Robert Smith? (The University of Ottawa)

Overview of the Field

Infectious diseases are the second leading cause of deatigdmmans worldwide, but number one cause
of death in developing countries [22]. In addition to eswti®d infections that have coexisted with hu-
mans for thousands of years, the course of human history s @otted with numerous emerging and
re-emerging infectious diseases [22]. From the ages ofrraguplagues when patients with leprosy and
sexually-transmitted infections were severely stigneatiand dreaded, to mortifying epidemics of cholera,
smallpox and other childhood infections, influenza pandsrof the preceding centuries, and more recent
emergence of HIV, HCV, SARS, WNYV, vCJD, drug-resistant mibms and the threats of bioterrorism, in-
fectious diseases have inflicted incalculable sufferind smcioeconomic devastation. With discovery of
vaccines, antibiotics and other antimicrobial agentspmajlvances in prevention and management of many
infectious diseases have been realized, yet significargrgnontinues from infection-related morbidities,
deaths and staggering costs. World is currently in gripsvof tconcurrent pandemics: HIV and H1IN1 in-
fluenza.

The immune system offers a sophisticated, natural and blgtize most reliable defense mechanism
against many infectious diseases. It is nonetheless utmb&fend against many other infections, especially
those by pathogens that adversely affect its operation. oliteome of infection in an individual impacts
the population by contributing either to herd immunity oe gpread of infection, depending on the ability
of immune system to overcome the infection. The limitatiohBnmune defenses become obvious by fatal
or chronic infection and during major epidemics. Our apitit overcome these limitations to mitigate the
burden of infectious diseases rests on better insightstiretdunctioning of immune system, especially the
nature of its interaction with specific pathogens.

An overview of the general principles of immunological contol of infectious diseases

The immune response to infection affects an individual &edgopulation as a whole.
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14.9 million
Infectious diseases

All other causes of death

7.1 million

16.7 million Neoplastic diseases
Cardiovascular conditions 5.2 million

Injuries

3.0 million
Asthma and chronic
obstructive pulmonary

disease

Infectious diseases Annual deaths

(million)
Respiratory infections 3.96
HIV/AIDS 2.77
Diarrhoeal diseases 1.80
Tuberculosis 1.56
Vaccine-preventable childhood diseases 1.12
Malaria 1.27
STDs (other than HIV) 0.18
Meningitis 0.17
Hepatitis B and C 0.16
Tropical parasitic disease 0.13
Dengue 0.02
Other infectious diseases 1.76

Figure 7.1: Infectious diseases worldwide. Aba@tt of annual deaths worldwide are the direct result of
infectious diseases [27]. This does not include million®wlie as a consequence of past infections such as
streptococcal rheumatic heart disease, cervical neapddisr HPV infection, liver failure or hepatocellular
carcinoma following chronic hepatitis B or C infection [18]
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In an individual:

Once contracted, a pathogen must replicate in an individuaider to cause disease, evolve further and be
recognized by the immune cells. The process leading to teetaf a disease is determined by a dynamic
interplay between the pathogen and immune system. Depgiodirthe pathogen, some fail to overcome
the initial barriers presented by the nonspecific compaefthe innate immunity and do not replicate ade-
guately to cause disease, whereas others readily overdm®e barriers and replicate in sufficient numbers
to produce disease in infected individuals. This interacbetween the pathogen and the components of in-
nate immunity triggers generation of an adaptive immunpaoese that usually consists of pathogen-specific
oligoclonal cytotoxic T cells (CTLs) and antibody molecal@he combined action of CTLs and antibodies
is usually required to suppress pathogen replication antlirn, reverse disease symptoms. CTLs suppress
pathogen replication by destroying the infected cells sligiport its replication, whereas antibodies neutral-
ize the pathogen by binding to an epitope on its surface stratjuired for pathogen to enter into a host cell or
subject pathogen to destruction through opsonization lgpbytic cells or lyses by the complement system.
The individuals so retain an immunological memory of theéhpgen in form of long-lived pathogen-specific
memory CTLs and B cells capable of producing antibodiesregjéiie pathogen in case of re-infection. The
examples of infections typically controlled by the adaptinmune response include mumps, chickenpox,
measles, rubella and influenza. Such infections are oftecinve-preventable and there are successful vacci-
nation programs to prevent them.

However, when the replication cycle of a pathogen intesapty step of the formation of CTLs or an-
tibodies, by direct interaction or by assuming latency, ddaptive immune response does not develop or
develops inadequately. Such responses fail to halt pathagdication or reverse disease symptoms. Their
examplesinclude HIV, HCV, HSV-1, tuberculosis and malarfactions. Empirical vaccines directed against
these pathogens have not been successful. These infeatotigerefore not vaccine-preventable.

In a population:

The spread of a disease from a single infected individuathiers in a population of wholly susceptible indi-
viduals is described by its reproductive numbigy, which is a combined function of the pathogen dynamics
in the infected individual and the efficiency of pathogemsmission (see [11] for a review &). The latter
is affected by the stability of the pathogen and the mode antkrof its transmission. The value of RO can
be greatly affected by (i) the contact structure which igedént, for example, for school, home, healthcare
facility, factory or office; (ii) the herd immunity which isffacted by prior exposure to the same pathogen
or vaccination; (iii) the control measures such as chemupylaxis, isolation or quarantine; and (iv) the
immunodemography of the population concerned. The valfidg,0> 1 signify the spread of infection,
whereas those 1 are indicative of the control of spread and even the potHisti@radication of the disease.
There are at least three distinct areas whgyés regulated immunologically; that is when immune system
impacts the dynamics of infection in a population: first, bgulating the pathogen dynamics in vivo; second,
by affecting herd immunity, and third, by an altered immuamdgraphy through change in the immune
status due to age, disease or therapy. There may yet beosddtivenues of its impact such as emergence of
drug resistance.

Importance of mathematical modeling in immunology and infectious diseases

Immunology is a science of dynamic interactions amongsglalyspecialized array of lymphoid and myeloid
leukocytes (white blood cells) and soluble cytokines redekby them (Fig. 2). The latter trigger or affect the
migration and interactions between various leukocytesheid responses directed to protect the integrity of
the organism concerned.

Major advances in our knowledge of the organization andtfan®f the immune system are symbolized
by 30 Nobel Prizes in Physiology or Medicine to individuats fvorks in immunology and related fields
during the last century. Yet, significant gaps in knowledgetinue to exist. While experimental research
has made outstanding contributions by identification andiglal characterization of the key components of
immune system and their mutual interactions, an understgraf their dynamical behavior as these relate
to suppression or persistence of an infection remainsdumiThe underlying immunologic criteria vis--vis



56 Five-day Workshop Reports

Cells and Cytokines Contributing to Immune Response

Dendritic
cell

Lymphoid cells
* CD4+ T cells

* CD8* T cells
*B cells and
Plasma cells

Myeloid cells
Monocytes (M0)
Dendritic cells (DC)

Figure 7.2: The principal leukocytes that drive the adaptivmune response to infection are CD4+ T, CD8+
T, B, and plasma cells of the lymphoid origin as well as momeswnd dendritic cells of the myeloid origin.
Other leukocytes (not shown here) that influence the courseagnitude of adaptive immune response are
natural killer (NK) and regulatory T cells of lymphoid origiand polymorphic neutrophils, eosinophils and
mast cells of myeloid origin as well as platelets. Cellsaskechemokines (RANTES, MIP1 ) and cytokines
that are either chemotactic (MCP1-3, IL-8) or inflammatdbyZ, IFN- , TNF-, IL-1, IL-6, IL-12) or anti-
inflammatory (IL-10, TGF-).
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pathogen properties necessary to attain a disease-fteelsténg an infectious process have not been under-
stood. These limitations have led to major setbacks in gsgjtowards development of vaccine (for example,
against HIV, HCV or malaria) and novel immunotherapeutid ather antimicrobial agents, prevention and
treatment of autoimmunity and related disorders, and mtev@ and management of drug resistance. Mathe-
matical modeling holds great promise in providing new, detintuitive insights into the dynamical processes
intrinsic to mechanism and control of infectious diseases.

Pioneered by Daniel Bernoulliin 1760 [5], mathematical oty has an illustrious history in predicting
and rationalizing the spread or control of infectious dé&sain a population. Current literature is rich with
epidemiological models, which have greatly added to ouresstdnding of outbreaks, epidemics and pan-
demics of diverse pathogens. Notably, the principles eiated by Hamer in 1906 [10] and later extended by
Ronald Ross [21]in 1911 and Kermack and McKendrick in 19237, [fbrm true foundations of mathematical
epidemiology today. In those days, when influenza virus was/at discovered and the knowledge of im-
munological protection against an infectious disease wiagmal, the limited criteria that differentiated one
disease from the other were mostly captured in their vali@®dand estimates of incubation period. These
models were limited in their abilities to inform about thes@se process. In 1980s Robert May and Roy
Anderson consolidated concepts in mathematical epidegydll] and provided new insights into spread of
HIV infection.

As insights into immune responses to infection and the eaifpathogen diversity grew, some epidemio-
logical models began incorporating specific features optitbogen and even immune responses to infection
in attempts to enhance their predictability. The initidbetfs were met with limited success owing to a sparse
understanding of immunological mechanisms and compéxibif interaction between a pathogen and the
immune system. Not until late 1980s that several invesiigatmost notably Alan Perelson, Robert May,
Robert Nowak, Roy Anderson, and Simon Levin) developed Emet insightful in-host models to describe
the dynamical behavior of pathogens and specific immune egltl antibodies, in particular during HIV
and influenza infection (see [16, 17, 19, 20] for reviews)egédcontributions actually laid the foundations
of mathematical immunology. In 1995, a counterintuitivelfing, realized through use of relatively simple
mathematical models, that the replication rate of HIV isagjie magnitude and thus, the current antiretroviral
therapies would be inadequate in eliminating HIV from inéecpatients [12, 23], made resounding impacts
both clinically and in understanding of the mechanism of hidthogenesis. This finding also highlighted
the important roles mathematical models may play in undogehe intricacies of an infectious process and
in evaluating the adequacy of therapeutic strategies. fibiseering work triggered a surge of new, more
complex immunological models addressing different aspeicHIV infection.

The dawn of the 21st century witnessed remarkable leapsrimuimological modeling emanating from
collaborative research between Rustom Antia (a mathealatiodeler) and Rafi Ahmed (a prominentimmu-
nologist) at Emory University in Atlanta that aimed to ddwp the mechanisms of development of antiviral
CTLs and CTL memory in mouse models of LCMV infection [2, 3,9}, These models were preceded
or followed by several notable contributions in immunoldgyough mathematical modeling ranging from
basic T cell biology and diversity of T cell repertoire to ¢ah of viral, bacterial or parasitic infection by
investigators such as Rob DeBoer at Utrecht University ,i@elirschner at University of Michigan at Ann
Arbor, Dominik Wodarz at University of California at Irvinsee [6, 7, 8, 14, 15, 24, 25, 26] for examples)
and others such as those mentioned in the preceding pamagfagse investigators modeled selected im-
munological processes implicit in control of infectiousefses in vivo. However, several key mechanisms
and their fundamental principles that drive these proseasd, in turn, impact the infectious process have
not been fully understood. In many cases, important nevglrtsican be attained through in-depth explo-
rations with mathematical and computational modeling. Seguently, a comprehensive model that provides
a theoretical framework for assessing or monitoring imniogical control of an infectious process has not
been developed, but crucial for making needed advances.

Open questions in immunology and immunological control ofmfectious
diseases

Several unanswered questions pertaining to the immurnzdbgontrol of infection have hampered the de-
velopment of a comprehensive immunological model that @anbnitor dynamic interactions between a
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pathogen and the immune system during an infection. To afiecthem, a brief account of the immune
response to infection may be warranted. The monocytes ritieraells, natural killer (NK) cells, and neu-
trophils are non-specific components of the innate immufhity.2) which, during the course of infection,
either facilitate the formation or directly serve as antiggesenting cells (APC). APCs engulf the pathogen
and the dying infected cells through phagocytosis and ipaese (i) release inflammatory and chemotac-
tic cytokines and chemokines, and (ii) process short aniigeeptides from the pathogen and display them
on their surface together with MHC class | or Il molecules. i@lkthemotactic cytokines recruit additional
leukocytes to the site of infection, the pathogen peptidaring APCs trigger onset of cellular immune re-
sponse that encompasses selection, activation and clepahsion of pathogen-specific CD4+ T (helper)
and CD8+ T (cytotoxic) cells from a diverse T cell repertoiaad their direct and cytokine-mediated ef-
fects on mitigating the infectious process. Aided by thegel cell response, the pathogen and its proteins
trigger activation and pathogen-specific antibody seanefiom B cells bearing receptors that specifically
bind to them. Some of these B cells, in turn, differentiate iantibody-secreting, long-lived plasma cells.
The antibody and other soluble factor response are commefdgred to as humoral immune response. The
following is a select list of outstanding questions thataorémain unaddressed:

1. The formation and dynamics of diminution of the diversifyl and B cell repertoires as a function of
age, vaccination, and acute or chronic infection;

2. The relationship between the rate of pathogen replicatiad suppression of infection by innate im-
mune response and the dynamics of generation of APCs;

3. Conditions causing pathologic inflammation from chemistand its possible control by immunologi-
cal memory;

4. The mechanism of control of T cell proliferation (the fanitumber of cell divisions) during antigen-
driven clonal expansion of T cells and factors affecting fhtiocess;

5. The mechanism of formation of effector and central menTocglls and relationship between them;

6. The mechanisms of homeostatic proliferation and lomgr®ustenance of nave and memory T cells,
and the waning of T cell memory;

7. The relationship between the incubation period of anctides disease and the ability of the immune
response to suppress primary or secondary infection, i@pteleath;

8. The impact of memory CTLs in controlling the spread virdiéttion in vivo and in the population;
9. The impact of pathogen mutation vis--vis the ability oflGTo suppress infection;

10. The relationship between immunological control of atien and pathogen evolution including the
development of drug resistance; and

11. A model providing theoretical framework for novel vaweidesigns.

In view of the aforesaid and in attempts to link immunologjatearacteristics of a disease to its epidemi-
ological models, this workshop was structured under tHeviahg interrelated themes:

1. Organization and function of the immune system
(Insights in immune organization and principles inherard typical immune response)

2. Mechanism of a disease process
(Enhancing understanding of the mechanism of a specifiaséser its key principles)

3. Assessment of novel drug or immune therapies
(Evaluating a therapeutic agent based on its impact on gathdynamics in vivo)

4. Pathogen evolution: changing virulence, drug resigam@xtinction
(Elucidating genetic and immunological forces intringigaithogen evolution)
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5. Vaccine design and evaluation

(Utilizing in-host models to aid the design and preclinieghluation of vaccines)

6. Specific in-host processes affecting the spread or darftdisease in population

(Factoring biological characteristics of a disease thfatcafts spread or control)

7. Vaccination or antimicrobial strategies for populatisite control of disease

(Specialized epidemic models to evaluate vaccination atichecrobial strategies)

8. Novel mathematical techniques and barriers to in hostunmermodeling

(Descriptions of new mathematical techniques, paramstienation strategies, and existing barriers to
modeling immune response and pathogen dynamics in vivo)

Recent developments

The workshop consisted of the 8 themes listed above. Easlosesonsisted of a plenary talk, contributed
talks and a discussion period. The workshop allowed yourggeiarchers and postdocs to present their results
and experienced researchers to present an overview ofitbeir The presentations were of very high quality
and stimulated interesting discussions. Speakers anchatssdf plenary talks are listed below in alphabetical
order:

Rob deBoer

Utrecht University

Estimating the killing efficacy of cytotoxic T cells

In order to defend our bodies against viruses, Cytotoxic Mmjpkiocytes (CTL) continuously
migrate through nearly all tissues searching for infecetsc When a CTL finds a suitable
target, they form a cytotoxic synapse, and the target ckilles] after some time. It is unclear
how many target cells a CTL kills per day, how many CTL are mexfuto clear a viral in-
fection, and what proteins should be targeted for optimatgmtion. Mathematical modeling
has demonstrated that the cytotoxic control of rapidly exiiag pathogens requires a large
initial population of CTLs, and we have shown that this caplaix the failure of current
HIV vaccines. We have analyzed experimental data on estiméte killing rate of CTL,
and argue that these experiments readily deliver the (@&st)h rate of target cells, but that
estimating the killing rate per CTL requires more informaton the functional form of the
killing term. We propose to analyze in vivo movies in whicleazan observe how cells find
each other in vivo, and how long they are attached beforeafyet cell is killed. The effi-
cacy of CTL is not only determined by their numbers and the aatvhich they kill. Immune
response to particular viral epitopes seem much more giageban those to others. One
factor is the time course at which the epitope is expressatiynae will review experimen-
tal, bioinformatic and modeling results that in HIV infeatitargeting early epitopes may be
most protective and can explain otherwise surprising olagiens.
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Peter Bretscher

University of Saskatchewan

Macroimmunology and immunological intervention

The activation of CD4 T cells is required to initiate most inmme responses, and the cytokine
profile of the activated CD4 T cells determines the qualitatiature of the ensuing immune
response. Two questions will be addressed: what determihether antigen activates or
inactivates CD4 T cells, and how is their Th1/Th2 phenotypteidnined? The prevalent
views are that pathogen-associated molecular patterndiPRiare required to activate CD4
T cells, and that their nature determines the Th1/Th2 plygeodf the response. Arguments
against these views will be presented. A valid understapairmow the Th1/Th2 phenotype
of a response is determined must account for why variouslvies of immunization affect
this Th1/Th2 phenotype. There are several quantitativelbks of immunization affecting
this phenotype. The ability of the "Threshold Hypothesik§t attempts to delineate how the
Th1/Th2 phenotype of a response is determined, to accoutiiése quantitative variables
of immunization will be presented, and contrasted with goantitative theories based upon
the activity of PAMPs. The quantitative framework develdjpas been successfully tested
experimentally and allows one to understand how broad petenof the immune response
determine its Th1/Th2 phenotype. Detailed informationds mecessary to understand how
this phenotype is determined and to control its nature. @uacro-immunological” frame-
work has allowed us to develop strategies to prevent or tursetinfectious diseases where
the Th1/Th2 phenotype of an immune response against thegeths critical to whether
the pathogen is contained or causes chronic/progressigask. Evidence as to the effective-
ness of strategies based upon the "Threshold Hypothedidiewresented. The quantitative
considerations, underlying the framework developed, Ehprovide a rich context for math-
ematical modeling to gain greater insight into the undedyprocesses.

Matt Keeling

University of Warwick

Presented bydane Heffernan(York University)

Immuno-epidemiolgy: bringing together within-host andvibeen-host dynamics for measles
One of the major challenges in the study of infectious disg#sbringing together immuno-
logical models with epidemiological ones. Here we develog parameterise a within-host
model for the dynamics of measles (an acute childhood iivfiestwhose resultant dynamics
can be used to drive an epidemiological model. Under thewsson of life-long immunity
the population-level dynamics of these two models are idahthowever, there is some evi-
dence to suggest that immunity to measles wanes slowly. Baohng immunity can only be
mechanistically captured by a within-host model. Prioragaination, waning of immunity
is epidemiological irrelevant as repeated re-exposurkeovirus leads to multiple boosting
events. We show however that with high levels of vaccinatiomunity can wane to such an
extent that large-scale epidemics can ensue. We discugsplieations of this observation
and the insights that immuno-epidemiology can bring todtife control.
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Alan Perelson

Las Alamos National Laboratory

Stochastic models of early HIV-1 infection

Not every encounter with HIV/SIV leads to infection. In theese of needle stick injury about
1 out of every 200 sticks leads to infection. Within discartdeouples, one of whom is HIV
positive and one whom is not, HIV infection occurs in aboutut of every 1000 sex acts.
Further, when HIV/SIV infection results, there can be a l@ujpse phase during which
time HIV/SIV remains at undetectable levels. To explain lthe frequency of successful
infections and the length of the eclipse phase we are deinggtochastic models of early
infection. | will present some simple models and prelimynanalytic and simulation results.

Beni Sahai

Cadham Provincial Laboratory

Immunological control of influenza infection and basis fogation of a universal vaccine

In addition to annual epidemics, influenza A viruses of udmt@ble genetic constitution
and origin are responsible for major pandemics that haveeddtuman history with dire
outcomes. Infection with a virulent influenza A strain in thlesence of any preexisting
immunity can be fatal. The immunity needed to prevent deathersist independent of
that needed to avoid infection. Learning their separat®orucial for limiting influenza-
related deaths, devising vaccination strategies, andguaitdplanning. While delineating
the key features of immunological control of influenza irti@c in vivo, this presentation
aims to provide new insights into dynamics of spread of itiéecin the respiratory tract and
the importance of preexisting memory CTLs in limiting ilseeand preventing death. These
insights constitute the basis for creation of a universatiree capable of eliciting lasting
immunity against influenza A viruses irrespective of theter-strain differences.

Identification of key areas for future work

The workshop consisted of the 8 themes listed above. Easlosesonsisted of a plenary talk, contributed
talks and a discussion period. In the discussion periodebgos chairs briefly summarized the key points to
each talk and lead with some questions to open the discus3omne key areas for future work were identified
in both areas of immunology and mathematics.
Areas for future work in immunology

e Clonal expansion of T cells leading to antiviral CTL resppasd T cell memory

e Perturbations of T cell diversity during chronic infection

e Defining conditions for CTL escape

e Rationalizing appearance of HIV mutants with multiple ntethCTL epitopes

e CTL failure during early HIV infection

e Un-helpful CTL responses during some viral infections (HHM8V, HTLV-1)

e Immunological control of influenza infection and basis famraversal vaccine

e Shaping of evolution and dynamics of variant surface ansgef malaria parasite by anti-malaria
immune response

Impact of preexisting memory CTLs on viral dynamics in vivaddhe spread of infection in population
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e Antiviral suppression of viral dynamics in vivo and the smteof infection in population: HIV and
pandemic influenza

e Principles and hurdles to eradication of an infectiousaisehrough vaccination

e Relating in-host and between-host dynamics

Areas for future work in mathematics
e Optimizing control strategies
e Stochastic vs Deterministic Models
e Tradeoffs between complex biological systems and simpléaiso

e Model structure at the in-host and between-host interface

Outcome of the Meeting

The workshop fostered new contacts and collaborationgicRemts learned about the immune system and
how it is modelled, identified areas for future work and di&smd possible avenues to reach these goals.
A possible proceedings of the workshop or special issue erkély ares of future work was discussed and
future collaborative meetings and workshop were envigionBvo groups of individuals emphasized the
need for future workshops in the areas of mathematical inulogy. One group emphasized the need to
further understand the dynamics of the immune system atehdar and mechanistic level. They stated that
they had used some free time during the workshop to write pgsal for a future meeting. Another group
decided to propose a future workshop on immuno-epidemyolDigey stated that comprehensive models will
improve the accuracy of epidemiological predictions, they key to further understanding the evolution of
resistance and virulence and had the capacity to determita control strategies including vaccine and
drug therapies.

A goal of our workshop was to bring together participants anying stages of their research careers.
A quick survey of the junior participants shows that overdikir workshop experience was very positive
and has lead to research projects stemming from the key afeasearch discussed above. Some have also
already published their studies in internationally redegd journals.

Sessions in mathematical immunology have been associdgtedwery major mathematical biology con-
ference in recentyears, sponsored by SMB, ECMTB, CMS, CAIMB/B, SIAM. However, itis rare to find
such senior researchers in the area at these conferenetisendt is also rare to have focussed discussions
identifying areas for future research.

Summer schools and workshops in mathematical epidemi@adymathematical biology have recently
started to include courses in modelling immunology. A fatgoal of our workshop participants is to have
a summer school focussing solely on the immune system tésaction with pathogens and how this can be
modelled.

Our workshop has given a conducive environment for disonssnd collaboration in this growing field.
We thank BIRS for their hospitality and this great opportyni
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Chapter 8

Probabilistic Models of Cognitive
Development (09w5100)

May 24 - May 29, 2009

Organizer(s): Fei Xu (University of British Columbia), Tom Griffiths (Unérsity of Cali-
fornia Berkeley)

This workshop focused on some of the major issues in the stfidpgnitive development, especially
from the computational modeling point of view. Forty paig#nts from developmental psychology, com-
putational cognitive science, philosophy, and educatitgaged in five days of talks, poster presentations,
and many discussion sessions. It was the first time that tlessarchers were brought together in a forum,
and the workshop was a huge success. Currently the orgarizeputting together a special issue of the
journalCognition one of the most prestigious journals in cognitive sciebesed on contributions from the
workshop participants.

Overview of the Field

This workshop aimed to capitalize on a major new directiaegearch on formal models of human cognition.
The question of how people come to know so much about the waorlthe basis of their limited experience
has been at the center of the study of the mind since it wasfiked by Plato. This question takes a modern
formin the nature-nurture debate, which has guided theygificognitive development from infants to middle
childhood over the last few decades. Nativists, favorimgral innate constraints provided by nature, have
emphasized competences found in young infants (e.g.,reamst on word learning, early understanding of
the physical world) whereas empiricists, who focus on the o experience and nurture, have emphasized
learning mechanisms (e.g., keeping track of frequencidscarrelations). However, this debate has been
hard to resolve without formal tools for evaluating what htiglausibly be learned from experience, and
what kind of constraints are necessary to support the inf&®that children make.

In recent years, several researchers in the cognitive geselmave argued that the nature-nurture frame-
work may have set up a false dichotomy. A more fruitful anddoiciive research strategy may be to find
principled ways of combining prior constraints with statial information in the input. In particular, a num-
ber of researchers have begun to use the principles of Bayssatistics to establish a formal framework
for investigating empirical phenomena in development amttling computational models of developmen-
tal processes. The technical advances that have been méueuse of probabilistic models over the last
twenty years in statistics, computer science, and mack@mming have made this research enterprise pos-
sible, providing psychologists with a set of mathematicadl aomputational tools that can be used to build
explicit models of psychological phenomena. By indicatimgconclusions that a rational learner might draw
from the data provided by experience, Bayesian models carsée to investigate how nature and nurture
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contribute to human knowledge.

Recent Developments and Open Problems

The goal of this workshop was to explore a new approach fatystg cognitive development: analyzing
childrens learning from the perspective of rational stiatié$ inference. Bayesian statistics and probability
theory provide the formal tools that allow us to investigateat prior constraints and what input data are
needed in order to justify a particular conclusion. Most arigntly, this approach indicates how the kind of
prior constraints that might be provided by nature shoulddrebined with the data provided by experience
when a learner evaluates a set of alternative hypothesese fdomally, imagine that a learner has a set
of hypothese${ = {hi, ho,...,h,} about the structure of her environment, and has degreedlief e
those hypotheses that can be expressed through a “pridsapiiity distributionp(h), wherep(h;) indicates
her degree of belief ih;. She is then provided with some data d, and needs to revise thaiefs in
light of evidence. Bayes’ rule indicates that the resultiigribution over hypotheseg(h|d), known as the
“posterior” distribution, is given by

_ p(dp(h)
Pld) = S ) p () (6.1)

wherep(d|h), the “likelihood,” indicates the probability of observitige data d if the hypothesis h were true.

Under Bayes’ rule, the posterior probability of a hypotkasiproportional to the product of its prior
probability and its likelihood, with the ultimate belieféthe learner being the result of combining her prior
dispositions with the evidence provided by the data. Thésdigect implications for understanding cognitive
development, where innate constraints can be viewed a®ifing the prior probability of hypotheses, or
even which hypotheses are considered. This approach thuglps a natural compromise between the na-
tivist position, in which strong innate constraints are kieg to learning, and the empiricist position, where
these constraints are taken to be extremely weak. By exygltiie consequences of using different prior dis-
tributions, we can determine what kind of constraints alessary in order to explain the state achieved by
adults from the data available to children. This probatidiapproach has already been shown to be produc-
tive in studying cognition in human adults, providing acetsuof how people make predictions, generalize
from examples, form categories, and learn causal reldtipa$2, 1, 6, 9]. Explaining the inferences that peo-
ple make requires going beyond the simple formal ideas egprkin the last two paragraphs. Probabilistic
models of cognition use cutting-edge tools from statisticd computer science tools that have largely been
developed over the last two decades. Understanding humesaldaarning requires a formal language for
representing and reasoning about causal relationshipshvgprovided by causal graphical models [8, 7].
The properties of with recursive generative systems, sadmguistic syntax, can be captured using prob-
abilistic context-free grammars and other structuredssiedl models from computational linguistics [4].
Performing probabilistic inference in large, structureddals requires using modern Monte Carlo methods,
such as Markov chain Monte Carlo [5]. Finally, capturingfile&ibility of human mental representations, and
the capacity for these representations to increase in eéxityplwhen warranted by the data leads to the use
of ideas from nonparametric Bayesian statistics, suchaBitichlet process [3]. Applying these statistical
tools in novel contexts can often lead to new insights, antheyee that new formal methods will result from
tackling some of the most difficult problems in cognitive dpment.

Presentation Highlights

At our workshop, a number of formal problems were presentetidiscussed extensively, with the aim to
develop further the mathematical/computational toolsriodeling cognitive development.

1. Iterated learning.A basic question for the cognitive sciences is how infororats changed when it
is transmitted from person to person. In real cases of allewolution, children are often the agents
of transmission, meaning that this question has relevanoederstanding how cognitive development
links to culture. Recent accounts have emphasized theteféédnnate constraints on learning on
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cultural transmission, arguing that universals in langsageligious concepts, and social conventions
can be explained in terms of the structure of the human mirmlvener, these claims have not been
supported through detailed mathematical analysis.

Griffiths presented a formal account of cultural evolutigniterated learning that makes it clear in
what sense the expectations of learners influence the oetoboultural evolution. Formally, imagine
a sequence of learners, each of whom observesdiatarms a hypothesis; about the process that
generated those data, and then generates newddatahat is presented to the next learner. This
process can be shown to define a Markov chain, and if the hgpeghare selected by sampling from
a Bayesian posterior distribution, the stationary distiidn of this Markov chain is the prior of the
learners. This means that we should expect that the distiibaver hypotheses that are selected will
converge to the prior distribution as the process of cultuaasmission continues.

This mathematical result is interesting in providing a cection between constraints on learning and
the outcome of cultural evolution, but also suggests a way e can explore the question of what
constraints guide human learning. By simulating this pssa& cultural transmission in the laboratory
and seeing what hypotheses emerge in the minds of the partisi, we can estimate the priors used by
human learners. This process is analogous to estimatingnples probability distribution via Markov
chain Monte Carlo, a deep connection that opens the passitifilother randomized algorithms being
relevant to exploring the subjective probability disttibns maintained by people.

. Probabilistic models for the diagnosis of learner knowledlylichael Lee gave a presentation illus-

trating how probabilistic models can be used to infer thevidledge that young children have about
numbers. As preschool children begin to understand théaekhip between the size of a set of ob-
jects (e.g. two mice) and its numerical label (“two”), they through several stages. These stages
correspond roughly to understanding the referents of thelsvtone”, “two”, and “three”, at each
point not understanding the meaning of any of the terms fayelasets, and then transitioning to a
complete understanding of the mapping between the terntsfos@umbers and the size of the sets
they describe. Lee considered the problem of how a reseaoctainician could solve the problem
of diagnosing the knowledge that a given child has from thg thay perform on tasks that require

producing sets of objects of different sizes in responsetbal requests.

The basic idea behind the method that was used to solve thiidgon was to estimate the distribution
over responses produced by children identified as beingcit eathese stages of knowledge. This
information could then be used to apply Bayesian inferepozyiding a probability distribution over
the level of knowledge that a learner seems to possess. Fprezh level of knowledge is a hypoth-
esish about the learner, and the behavior that the learner preds@atad. The probability of each
hypothesis based on the data is given by Bayes’ rule (Equafio The likelihoodp(d|h), encodes
the probability of the learners behavior if the hypothesisue, and is estimated from the responses of
children whose level of knowledge has been diagnosed by perexThe priorp(h), reflects expec-
tations about the relative probability of those knowledgdes, and can be left uniform if the goal is
simply to identify the amount of evidence in favor of each kiexige state.

A similar strategy for assessing the knowledge of learnansbe used in other cases where there are
common patterns of understanding or errors that need todgmdsed. If those patterns of understand-
ing can be identified with a probability distribution ovesp®nses, Bayesian inference can be used to
work backwards from responses to a picture of the knowleldgfete learner has. All thatis required is
specification of a set of hypotheses about the knowledgesdétirner, and estimation of the likelihood
functionp(d|h) that characterizes the behavior associated with each kdlgelstate.

. Enriching our view of learning to include multiple levelsadifstraction.Many of the probabilistic mod-

els that were used to explain aspects of cognitive develapsiared the use of hierarchical Bayesian
inference. In its standard form, Bayesian inference regssa way for a learner to optimally update
his or her beliefs about a set of hypotheses in light of dalte. Basic computations are exactly like those
described above: probabilistic models of cognition idgrttie hypotheses that a learner might enter-
tain, and describe the beliefs of the learner in terms of agidity distribution over those hypotheses,
with Bayes rule acting as a learning algorithm for updatimuse distributions. Hierarchical Bayesian
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inference assumes a richer representation on the part tdaheer, with knowledge at multiple levels
of abstraction.

Many learning problems require making inferences not jbsuathe current problem, but about more
general principles that organize a domain. For example ynoathe hierarchical Bayesian models
presented at the workshop assumed that learners consiugrgdt hypotheses that could be used to
explain the most recently observed data, but higher-lénegries that captured regularities linking the
current hypothesis with hypotheses from past learning dppities. To take some examples from the
presentations: a learner could be forming hypotheses dbeuheaning of particular words based on
labels provided by a parent, but simultaneously develogithgory about the kinds of objects that tend
to share a label (such as shape being an important cue abethevitwo objects can be labeled with
the same word); alternatively, a learner could be formingdtlyeses about the causal relationships that
exist in a particular physical system, while simultanepdsrming a theory about how causal rela-
tionships operate in that system (such as causes detetigatsproducing their effects, or combining
additively).

The hierarchical Bayesian approach provides a richer g@atfl learning than that assumed in many
computational approaches, with the learner consideribgsbthe solution to a particular problem but
also forming generalizations about what solutions to thpreblems look like. In this way, a learner
can form “overhypotheses” that guide future inferencese &hility to make inferences at multiple
levels of abstraction provides a way to understand how a daih “learn to learn”; as the theory of
the domain becomes more accurate, it provides informatianhreduces the amount of data required
to evaluate a particular hypothesis. Formally, we assutaenb have random variables at three levels
— the datad, the hypothesek, and a higher level “theoryt. Different learning situations will involve
different observed data (saly andd,), and inferring different hypotheses to explain those dsay

hy andhs), but the same theorycan apply across those situations. As a consequence, trahat is
used in one situation is informed by the data observed infttiero

4. Formalizing pedagogical reasoningBy providing a way to describe learning, Bayesian inference
also provides a way to formalize optimal teaching. The preg@®n by Patrick Shafto focused on a
framework for formalizing pedagogical reasoning. Thisifeavork can be built up in three steps. First,
we consider the problem of a teacher selecting what data ibtode a student in order to best support
learning of a hypothesis. This problem is solved by finding thethat maximize(h|d). Next, we
assume that the learner knows that he or she is being taughtakes this into account in assessing
which datad the teacher would produce if h were the intended hypothdsisiitively, the learner
should expect data that are diagnostic of the hypothesaspshing the original likelihood function.
Finally, we allow the teacher to take into account this modifon of the likelihood function by the
learner, potentially changing the data provided to betigerininate between hypotheses. This set of
assumptions results in the definition of a system of equatibat characterize optimal pedagogical
reasoning on the part of teachers and learners. Shaftonpeelsesults suggesting that adults produce
behavior consistent with a solution to this system of equstivhen learning about simple categories
and causal relationships.

The basic idea behind this approach is that the teacherdhbbabse data that are maximally informa-
tive about the target hypothedighat the learner should acquire. This gives

pteacher(d|h) X plearner(h|d)a (82)
where the exponent reflects the degree of noise in the téagiteduction of data. Accordingly, the
learner should use this distribution when inferring hygsts, with

plcarncr(h|d) X ptcachcr(d|h)p(h') (83)

which is just Bayes’ rule substituting the teacher’s bebafor the likelihood. This defines a system
of equations that can be solved by iteration, with the iteeaolution predicting a pattern of behavior
by both teachers and learners.

In its current form, this research on optimal pedagogicasoming could potentially guide the devel-
opment of more efficient automated tutoring systems. Howéseems that this approach has signif-
icant potential for further impact on education, providadikr results hold with children and in more
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complex learning situations. One of the other presentatidrthe workshop, by Elizabeth Bonawitz,
provided preliminary evidence that this pedagogical fraomé can be used to explain inferences that
children make in relatively complex causal reasoning $ibna.

5. Probabilistic inference on logical reprentations. Guoad and colleagues have recently developed
new formal tools for understanding how probabilistic ifiece can be done on logical representations.
Statistical and logical methods have both been influentialognitive science. The compositionality
of logical representations is key for capturing produtyiand systematicity of human thought, while
probabilistic or statistical inference is crucial for cagng flexible reasoning under uncertainty. Yet
compositionality and statistics have rarely been combinedmeaningful way.

This line of research explore this unification through thelabilistic language of thought hypothesis
(PLOT): that mental representations which subserve hitgwal cognition are compositional, their
meaning is probabilistic, and their function follows froimet probabilistic inferences they support.
Further, these representations describe generativegzese-causal models of the world that may be
used to make many different predictions, explanations gations.

To formalize the PLoT hypothesis, Goodman and colleagues tuened to the stochasticcalculus.
The stochastic\-calculus is a formal system that extends untypethlculus with stochastic primi-
tive operations and a primitive conditioning operator. Bvaluation of an expression in stochastic
A-calculus (which can be understood in terms of a definitiomiarpreter, or in terms of reduction
rules) results in a randomly sampled value. Intuitivelgtiniduces a distribution on return values. In-
deed, it can be shown that any expression in stochastilculus that halts almost-always induces a
computable distribution on return values, and that any adatge distribution can be thus represented.
Thus stochasti@-calculus is universal for representing probability disitions, and for probabilistic
reasoning, yet it is a compositional representation lagguahis compositionality is particularly im-
portant when we attempt to understand conceptual develofimerms of the PLoT: we view concept
learning as induction of expressions in stochastialculus.

Scientific Progress Made

The primary scientific progress resulted from direct corttetween empirically-focused developmental psy-
chologists and researchers pursuing mathematical moél@isnoan cognition. This interaction has led to
several new collaborations, as well as a greater undeistantithese models by the broader developmental
psychology community.

Outcome of the Meeting

In addition to less tangible outcomes resulting from therattion between these researchers, the meeting has
led to the production of a special issue of the jou@agnitionfocusing on probabilistic models of cognitive
development.Cognitionis a leading journal in the cognitive sciences, and the igdeale for this kind of
work. The special issue is edited by Dr. Xu and Dr. Griffithsg avill include a tutorial introduction as well

as approximately ten short empirical papers presentirggtitas, authored by the attendees of the meeting.
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Complex Analysis and Complex
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University), Finnur Larusson (University of Adelaide)e&tn Nemirovski (Steklov Insti-
tute)

Overview of the Field

Complex analysis and complex geometry can be viewed as tpectsof the same subject. The two are
inseparable, as most work in the area involves interplaywéeh analysis and geometry. The fundamental
objects of the theory are complex manifolds and, more géigecamplex spaces, holomorphic functions on
them, and holomorphic maps between them. Holomorphic fomgtan be defined in three equivalent ways
as complex-differentiable functions, as sums of complexgyseries, and as solutions of the homogeneous
Cauchy-Riemann equation. The threefold nature of diffésbnity over the complex numbers gives complex
analysis its distinctive character and is the ultimategrashy it is linked to so many areas of mathematics.

Plurisubharmonic functions are not as well known to nonespees holomorphic functions. They were
first explicitly defined in the 1940s, but they had alreadyesypd in attempts to geometrically describe
domains of holomorphy at the very beginning of several cexphriables in the first decade of the 20th
century. Since the 1960s, one of their most important rokestieen as weights in a priori estimates for
solving the Cauchy-Riemann equation. They are intimatdted to the complex Monge-Ampeére equation,
the second partial differential equation of complex analysThere is also a potential-theoretic aspect to
plurisubharmonic functions, which is the subject of plotgntial theory.

In the early decades of the modern era of the subject, fromi®#d®s into the 1970s, the notion of a
complex space took shape and the geometry of analytic iemiahd holomorphic maps was developed.
Also, three approaches to solving the Cauchy-Riemann esatvere discovered and applied. First came
a sheaf-theoretic approach in the 1950s, making heavy ulsemblogical algebra. Hilbert space methods
appeared in the early 1960s, and integral formulas aroui@ fif&ough interaction with partial differential
equations and harmonic analysis. The complex Monge-Aeeguation came to the fore in the late 1970s
with Yau’s solution of the Calabi conjectures and Bedford @aylor’s work on the Dirichlet problem.

Most current work in complex analysis and complex geometny be seen as being focused on one
or both of the two fundamental partial differential equaipCauchy-Riemann and Monge-Ampere, in the
setting of Euclidean space or more general complex marifoldhe past ten years have seen an increasing
thrust towards extending both the theory and its applicatio singular spaces, to almost complex manifolds,
and to infinite-dimensional manifolds.
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Today, as before, complex analysis and complex geometrljigdy interdisciplinary field. The founda-
tional work described above has been followed by a broaderafigesearch at the interfaces with a number
of other areas, such as algebraic geometry, functionaysisapartial differential equations, and symplec-
tic geometry, to name a few. Complex analysts and complexgésrs share a common toolkit, but find
inspiration and open problems in many areas of mathematics.

Recent Developments and Open Problems

1. Analytic methods in complex algebraic geometrare based on increasingly sophisticated ways of solv-
ing the Cauchy-Riemann equation (often also calleddtegjuation) withL2-estimates using plurisubhar-
monic weights in geometric settings. Yum-Tong Siu has loegrba leader in this area. His announcement
of an analytic proof of the finite generation of the canoni@al) of a smooth complex projective variety of
general type [27] came on the heels of an algebraic proof lyaBiCascini, Hacon, and McKernan. This is
a milestone in algebraic geometry.

Bo Berndtsson and Mihai Paun use analytic methods to obta@ady optimal criterion for the pseudo-
effectivity of relative canonical bundles and give seveygplications in algebraic geometry [2]. Shigeharu
Takayama uses analytic techniques, including multiptieal sheaves, to extend Siu’s celebrated result on
the invariance of plurigenera from the smooth case to the ckBbres with canonical singularities [28]. So
far, there is no known algebraic proof of the full result.

Currents are differential forms with distribution coeféints; closed currents satisfying a certain positivity
condition are objects of fundamental importance that gaizerboth Kahler forms and analytic subvarieties.
New work of Tien-Cuong Dinh and Nessim Sibony advances ttecktdeory of currents (intersections,
pullbacks, etc.) and has many potential applications ([[13]).

2. Pluripotential theory and the Monge-Ampere equation. Pluripotential theory on compact Kahler
manifolds, based on the notion of a quasiplurisubharmamiction, has been developed by Vincent Gued;
and Ahmed Zeriahi since 2004 (starting with [18]). Wherehsigubharmonic functions have a positive
Levi form by definition and are constant on compact manifagssiplurisubharmonic functions are allowed
to have a negative Levi form down to a fixed lower bound and lkead fruitful pluripotential theory in
a compact setting. Guedj, Zeriahi, and Philippe Eyssidigasted a major application of this theory [14]
(posted in March 2006). They extended the work of Aubin an&aid on the complex Monge-Ampere
equation to certain singular settings and proved that thermaal model of a smooth complex projective
variety of general type (proved to exist soon afterwards iaB et al. and by Siu—this is equivalent to finite
generation of the canonical ring) has a Kahler-Einsteitrimef negative Ricci curvature. This is only one
example, albeit a very important one, of current work on tmplex Monge-Ampére equation.

The highly nonlinear nature of the Monge-Ampere operatesents many challenges. Proper under-
standing of its maximal domain of definition in the local ca$@ domain in Euclidean space was obtained
only recently in work of Zbigniew Btocki [3]. Surprisinglyery recent work of Guedj, Zeriahi, and Dan
Coman has shown the domain of definition to be much largeeigkbbal case of a compact Kahler manifold
[8].

Coman and Evgeny Poletsky have derived new Bernstein, Bemodi Markov inequalities using pluripo-
tential theory and applied them to transcendental numigenyh9]. Their results have been generalized by
Alexander Brudnyi [7]. In a series of papers, the earliest@d in 2002, Charles Favre and Mattias Jonsson
have made a deep study of the singularities of plurisubhaitrfanctions and multiplier ideals in two di-
mensions using the novel concept of a tree of valuations [h5) new paper [6] with Sebastien Boucksom,
they have extended some of their work to higher dimensionsomection with probability theory appears
in recent work of Thomas Bloom and Bernard Shiffman [4] anRobert Berman [1], who use various tech-
niques of pluripotential theory to study zeros of randonypomials and, more generally, random sections
of holomorphic line bundles.

3. The Cauchy-Riemann equation on singular spacesExisting methods for solving the Cauchy-
Riemann equation are largely restricted to smooth spacesseguently, the central problem of classical
several complex variables, the Levi problem, which asksthdreSteinness is a local property and was solved
for manifolds decades ago, is still open for singular spaesgress in this area has been slow and difficult.
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Recently, John Erik Forneess, Nils @vrelid, and Sophia Vfagdsiu have been able to solve the Cauchy-
Riemann equations with2-estimates in certain singular settings ([16], [17]).

4. Almost complex geometryln a seminal paper of 1985, Mikhail Gromov introduced alnumshplex
structures and pseudoholomorphic curves into symplempiolbgy. Interaction between complex geometry
and symplectic geometry began in earnest with the work af&elvashkovich and Vsevolod Shevchishin
in the late 1990s [20]. There is now a growing body of work @mned with extending concepts and results
from complex analysis and complex geometry to the almostptexncase. Often the non-integrable case
requires new methods that shed light on the integrable ddsble new work includes a paper by Bernard
Coupet, Alexander Tumanov, and Alexander Sukhov on propengoholomorphic discs [11], a long paper
on fundamentals of local almost complex geometry by Coupgthov, and Hervé Gaussier [10], a paper by
Xianghong Gong and Jean-Pierre Rosay on removable siitipgasf pseudoholomorphic maps [48], and a
paper by Ivashkovich and Shevchishin on almost complextiras that are merely Lipschitz [21].

5. Infinite-dimensional complex geometryComplex analysis in infinite dimensions languished outside
the mainstream until Laszl6 Lempert commenced a maj@areh program in the mid-1990s. Generalized
loop spaces (spaces of smooth maps from a compact smootffioidanto a finite-dimensional complex
manifold) are examples of infinite-dimensional complex ifads; their importance in physics provides
strong motivation for Lempert’s program. Fundamentalaradi including Dolbeault cohomology, coherence
of analytic sheaves, and holomorphic approximation, haentbrought into an infinite-dimensional setting
by Lempert, in part with coauthors Endre Szab0, Ning Zhamgl, Imre Patyi ([24], [15], [25]). Imre Patyi
has studied the Oka principle for infinite-dimensional céerpnanifolds [26].

Presentation Highlights

Zbigniew Btocki (Jagiellonian University)

On geodesics in the space ddiler metrics

Our main result is that geodesics in the space of Kahleriosgfas considered by Mabuchi, Donaldson and
Semmes) are (fully’!-!, provided that the bisectional curvature is nonnegatiwéstEnce of such geodesics
(without curvature assumption) with bounded mixed compled derivatives was proved by X. X. Chen. It
boils down to solving a homogeneous complex Monge-Ampeuageon on a compact Kahler manifold with
boundary. We also discuss slightly more general equatibtigsokind.

Sebastien Boucksonflnstitut de mathématique de Jussieu)

Equilibrium measures and equidistribution of Fekete poort complex manifolds

Fekete points are optimal configurations of points in potyiad interpolation. It is a classical result that

Fekete points confined within a given compact set of the cerplane equidistribute towards the potential-
theoretic equilibrium measure of the compact set. | willsgrg a joint work with Robert Berman where we
extend this result to the higher-dimensional case by a tiamnial principle, working in the more geometric

setting of sections of a line bundle over a compact complaxifola

Debraj Chakrabarti (Notre Dame University)

CR functions on subanalytic hypersurfaces

We consider the problem of local one-sided holomorphicresite1 of continuous or smooth CR functions
from hypersurfaces with singularities, in particular fréme class of subanalytic hypersurfaces, which include
the real-analytic ones. We discuss the obstructions toxtsteace of such extension, which turn out to be
different from those in the classical smooth case.

Bruno De Oliveira (University of Miami)

Symmetric differentials, differential operators and tbpdlogy of complex surfaces

The space of symmetric differentials of order 1, i.e. holophic 1-forms, are intimately connected with the
topology of a complex surface. On the other hand, the same mimtehappen for symmetric differentials of
higher order. Examples of this difference are: There ardlilesrof algebraic surfaces whehé( X, SWQ}Q)

is not locally constant fom > 1, a simply connected surfacé can have nontrivial symmetric differentials
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of orderm > 1 (in fact Q% can be ample). To regain the connection with the topology @edrto con-
sider a special class of symmetric differentials, we cabthdifferentials closed, they are locally of the form
dfy...df,,. Opposite to closed differential forms we will show thatréhés no collection of differential opera-
tors characterizing closed symmetric differentials, e will see this can be done if we ask to be closed
around a general point. A special case of a topological résilde presented is that if a complex surface
has a nontrivial closed symmetric differential of order &ritr, (X) # 0.

Xianghong Gong(University of Wisconsin)

Regularity in the CR embedding problem

We will prove a new regularity on the local embedding of sgigrpseudoconvex CR manifolds of dimension
at least 7. This is joint work with Sidney Webster.

Vincent Guedj (Université Aix-Marseille)

Variational approach to complex Monge-Agrp equations

| will present a new variational approach to Monge-Ampengsgigpns on compact complex manifolds, which
enbles to construct singular solutions to the Dirichletyieo without relying on Yau’s fundamental existence
result. This is joint work with R. Berman, S. Boucksom and Arizhi.

Gordon Heier (University of California, Riverside)

On complex projective manifolds of negative holomorphatiseal curvature

It is a long-standing open problem to show that a complexegetaje manifold with a Kahler metric of
negative holomorphic sectional curvature has an amplergealodine bundle. In this talk, partial results
towards this problem will be presented. This is joint worlpiegress with Bun Wong.

Alexander Isaev(Australian National University)

Infinite-dimensionality of the automorphism groups of hgameous Stein manifolds

Let X be a Stein manifold of dimension greater than 1 homogenedhs@spect to a holomorphic action
of a complex Lie group. We show that the Lie algebra generayecbmplete holomorphic vector fields on
X is infinite-dimensional, i.e. it is impossible to introdube structure of a Lie transformation group on the
group of holomorphic automorphisms &f. The well-known examples of complex linear space and affine
quadric fit into this general situation. The work is joint lvAlan Huckleberry.

Sergey Ivashkovich(Université de Lille-1)

Vanishing cycles in holomorphic foliations by Riemannaces and foliated shells

The purpose of this talk is the study of vanishing cycles dbhmrphic foliations by Riemann surfaces
on compact complex manifolds. The notion ofanishing cyclevas implicitly introduced by S. Novikov
in his proof of the existence of compact leaves in smoottafimins by surfaces on the three-dimensional
sphere. Later it appeared as an obstruction to the simultsneniformizability of the object known assaew
cylinder, introduced by llyashenko, which is proved to be an extrgraskful tool in foliation theory. Our
main result consists in showing that a vanishing cycle camgsther with a much richer complex geometric
object—we call this object &liated shell A number of related statements will be given and severahope
guestions will be discussed.

Burglind Juhl-J dricke (IHES)

Envelopes of holomorphy and holomorphic discs

The envelope of holomorphy of an arbitrary domain in a Steamifiold is identified with a connected com-
ponent of the set of equivalence classes of analytic disoseirsed into the Stein manifold with boundary
in the domain. This has several corollaries, in particutacase of dimension two for each of its points the
envelope of holomorphy contains an embedded (non-singRiamann surface passing through this point
with boundary contained in the natural embedding of theimaigdomain into its envelope of holomorphy.
The method has applications also for the case of projectafiwids.

Nikolay Kruzhilin (Steklov Mathematical Institute)
Holomorphic maps of Reinhardt domains
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Nonbiholomorphic proper maps from bounded Reinhardt domare considered. The structure of the
boundary of the source domain and the boundary behavioreofrthp are investigated. The role of the
target domain is discussed.

Frank Kutzschebauch(Universitat Bern)

A solution of Gromov’s Vaserstein problem

It is standard material in a linear algebra course that thag6L,, (C) is generated by elementary matrices
E + «eyj,i # 7, i.e., matrices with 1's on the diagonal and all entries idietshe diagonal are zero, except
one entry. Equivalently every matriA € SL,,(C) can be written as a finite product of upper and lower
diagonal unipotent matrices (in interchanging order). $ame question for matrices in SILR) whereR

is a commutative ring instead of the fieltlis much more delicate. For examplefifis the ring of complex
valued functions (continuous, smooth, algebraic or holgrhiz) from a spaceX the problem amounts to
find for a given mapf : X — SL,,(C) a factorization as a product of upper and lower diagonalateipt

matrices
0=(olo 6 ) )

where theG; are maps7; : X — C™(m=1/2_ Since any product of (upper and lower diagonal) unipotent
matrices is homotopic to a constant map (multiplying eadhyesutside the diagonals hye [0, 1] we get

a homotopy to the identity matrix), one has to assume thagiten mapf : X — SL,,(C) is homotopic

to a constant map or as we will say null-homotopic. In patéicthis assumption holds if the spadgis
contractible. This very general problem has been studigtiéncase of polynomials of variables. For
n=1,ie,f: X — SL,(C) a polynomial map (the rin@ equalsC|[z]) it is an easy consequence of the
fact thatC|z] is an Euclidean ring that sughfactors through a product of upper and lower diagonal ueipiot
matrices. Forn = n = 2 the following counterexample was found by @N: the matrix

2
(1 _222 1_’_221,22) € SLy(Clz1, 22))
does not decompose as a finite product of unipotent matrieesm > 3 (and anyn) it is a deep result
of SUSLIN that any matrix in Sk, (C[C"]) decomposes as a finite product of unipotent (and equivglentl
elementary) matrices. In the case of continuous complexegafunctions on a topological spaéé the
problem was studied and solved byHORSTON and VASERSTEIN It is natural to consider the problem
for rings of holomorphic functions on Stein spaces, in jpatér onC"™. Explicitly this problem was posed
by GRomov in his groundbreaking paper where he extends the classikal-GRAUERT theorem from
bundles with homogeneous fibers to fibrations with elliptiefs, e.g., fibrations admitting a dominating
spray. In spite of the above mentioned result @fSERSTEIN he calls it theVaserstein Problem: Does
every holomorphic maf™ — SL,,(C) decompose into a finite product of holomorphic maps sen@ihg
into unipotent subgroups in $L(C)? In the talk we explain a complete solution tRGMOV’ s Vaserstein
Problem This is joint work with B. Ivarsson.

Laszb Lempert (Purdue University)

The uniqueness of geometric quantization

This is joint work with Szoke, and in progress. In geometji@ntization (as in most other schemes of
guantization) one associates with a Riemannian manifoldkeeH space. The manifold represents the clas-
sical configurations of a mechanical system, and the Hikgaite is to represent its quantum states. Often
the Hilbert space depends on additional choices, and thesees form a smooth or complex manifa$d
The uniqueness problem asks whether there is a natural ipbism between the Hilbert spacls and H,
corresponding to different choicest € S.

In the 1990s Axelrod, Della Pietra, and Witten suggestedew the H; as fibers of a Hilbert bundl&
over S, define a connection off, and use parallel transport to identify its fibers. In thé& tabill briefly
explain what is unsatisfactory, from the mathematical pofrview, in their work. Then I will discuss the
mathematical structures to which their idea leads, andestigs of these structures. Finally | will tackle the
issue of uniqgueness when geometric quantization is based oalled adapted Kahler structures.

Vakhid Masagutov (Purdue University)
Homomorphisms of infinitely generated analytic sheaves
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We prove that every homomorphif(ﬁf — OF  with E andF Banach spaces ade C™, is induced by a
Hom(FE, F')-valued holomorphic germ, provided thiat< m < co. A similar structure theorem is obtained
for the homomorphisms of typréf — S¢, whereS; is a stalk of a coherent sheaf of positive depth. We later
extend these results to sheaf homomorphisms, obtainingdit@n on coherent sheaves which guarantees
the sheaf to be equipped with a unique analytic structurearsénse of Lempert-Patyi.

Laurent Meersseman(PIMS/Université de Bourgogne)

Uniformization of deformation families of compact comptenifolds

Consider the following uniformization problem. Take twoldrmorphic (parametrized by the unit disk) or
differentiable (parametrized by an interval containing@jormation families of compact complex manifolds.
Assume they are pointwise isomorphic, that is for each pgaifithe parameter space, the fiber over t of the
first family is biholomorphic to the fiber over t of the secomudrily. Then, under which conditions are the
two families locally isomorphic at 0?

After recalling some known results (positive and negatae}his problem, | will give a sufficient con-
dition in the case of holomorphic families. | will then sholmat, surprisingly, this condition is not sufficient
in the case of differentiable families. These results relyaogeometric study of the Kuranishi space of a
compact complex manifold.

Joél Merker (Ecole Normale Supérieure)

Effective algebraic degeneracy

In 1979, Green and Griffiths conjectured that in every prdjecalgebraic varietyX' of general type, there
exists a certairproper subvariety Y with the property that evenonconstanentire holomorphic curve
f:C — X landing in X must in fact lie insideY". For projective hypersurfaces, Siu showed in 2004
that there is an integef, such that every generic hypersurfakein P**+1(C) of degreed > d,,, such an

Y exists. The talk, based on Demailly’s bundle of invariantdiéferentials and on a new construction of
explicit slanted vector fields tangent to the space of valrfits to the universal hypersurface (realizing an
idea of Siu), will present a recent complete detailed prgmh{ with Diverio and Rousseau) of such a kind
of algebraic degeneracy statement, with éfffectivedegree bound :

d> D",

In the early 1980’s, Lang conjectured a deep correspondeeieeen degeneracy of entire holomorphic
curves and finiteness/non-denseness of rational pointsapegtive algebraic varieties that the whole subject
is, unfortunately, still unable to putin concrete form.

Imre Patyi (Georgia State University)

On holomorphic domination

We discuss the question of flexible exhaustions of pseud@soopen sets in a Banach space by sublevel
sets of the norm of holomorphic vector valued functionss tias applications to sheaf and Dolbeault coho-
mology of complex Banach manifolds. We show thafifis a Banach space with a Schauder basis (e.g.,
X = CJ0,1]), D C X is pseudoconvex opem,: D — (—o0,00) is continuous, then there are a Banach
spaceZ and a holomorphic functioh : D — Z such thatu(z) < ||h(z)|| for z € D; in this case we
say that holomorphic domination is possiblefin On a different note we also show that many complex
Banach submanifolds of the Banach spécef summable sequences admit many nowhere critical nunterica
holomorphic functions.

Evgeny Poletsky(Syracuse University)

Functions holomorphic along holomorphic vector fields

We will discuss the following generalization of Forellisdorem: Supposg is a holomorphic vector field
with singular point ap, such that? is linearizable ap and the matrix is diagonalizable with eigenvalues
whose ratios are positive reals. Then any function that Imaasymptotic Taylor expansion atand is
holomorphic along the complex integral curvegtois holomorphic in a neighborhood pf We also present
an example to show that the requirement for ratios of thenwijaes to be positive reals is necessary.

Jean-Pierre Rosay(University of Wisconsin)
Pluripolar sets in almost complex manifolds
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The notion of plurisubharmonicity makes sense for functidefined on almost complex manifolds. Pluripo-
lar sets are sets on which a plurisubharmonic functionds. | shall discuss the notion of pluripolarity and
the important question of logarithmic singularities versteaker singularities.

The Chirka function with pole at a point has been efficienthed for localization of the Kobayashi
metric (Gaussier-Sukhov and Ivashkovich-Rosay). | shaltubs more recent results on pluripolarity with
applications to uniqueness results (Ivashkovich-Rosay).

Alexandre Sukhov (Université de Lille-1)

Constructions of pseudoholomorphic discs

We establish an existence and study the propertigsaimplex curves with prescribed boundary conditions
in almost complex Stein manifolds.

Sophia Vassiliadou(Georgetown University)

Hartogs extension theorems on complex spaces with sirigesar

I will discuss some generalizations of the classical Hatexjension theorem to complex spaces with singu-
larities and present an analytic proof usigechniques (joint work with Nils @vrelid).

Jorg Winkelmann (Universitat Bayreuth)

On Brody curves

We discuss a number of properties of Brody curves which uimgethat the class of Brody curves is rather
“delicate”, for example, the property of a variety of adinigta non-degenerate Brody curve does not behave
well in families.

Aaron Zerhusen (lllinois Wesleyan University)

Local solvability of the?-equation in certain Banach spaces.

In a sharp contrast to the situation in finite dimensions eliatyi has shown that thequation is not
always solvable, even locally, in an infinite dimensionahBeh space. On the other hand, Laszl6 Lempert
has shown that id;, the Banach space of 1-summable sequenceg)-tmation is solvable for (0,1)-forms
on pseudoconvex domains. | will discuss how Lempert's tdsalds to a proof of local solvability of the
d-equation in a large class of Banach spaces which includgd.aspace and the dual space of ahy,
space.

Scientific Progress Made

Almost all the talks generated many interesting questicors the audience, related to the results presented
in the talks. Some of the questions were about new possildetatins of research, while some pointed to
possible connections of the exposed results to other fid¢ldgthematics.

Aside from such questions, there were quite a few longerudisons between groups of participants
regarding not only the topics presented in the lectureslbatather important open questions. We note here
a few such discussions.

A very recent result of Berman and Boucksom [5] shows thaighér dimensions the arrays of Fekete
points in a compact set equidistribute to the equilibriunasuge of that compact set. This was known in
dimension one (Fekete’s Theorem), and had been conjectared true in any dimension once the right
analogues of equilibrium measures were introduced in pdteintial theory. This result provides important
applications of pluripotential theory in approximatioretny. Discussions about it went on throughout the
duration of the workshop between Boucksom, Levenberg,|d8os and others.

The new variational method of solving Monge-Ampere typeapns on compact Kahler manifolds
presented in the talk of V. Guedj also generated much dismudsiring the workshop. The notion of foliated
shells and their applications presented by S. Ivashkowaol, the recent characterization of envelopes of
holomorphy of domains in Stein manifolds using analyticdigresented by B. Joricke [22], were considered
very interesting and discussed by some participants.

An interesting open question in complex geometry is to stwthether in a complex manifold, ana-
lytic discs with boundary have a Stein neighborhood. Theterice of such neighborhoods is useful in
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applications. The question was discussed a number of jpantits, including lvashkovich, Poletsky, Rosay,
Shcherbina.

One usually cannot expect major theorems to be proved daring-day workshop. However, the or-
ganizers are confident that the ideas generated by the takemqted and by the many discussions that took
place during the week will lead to important progress attléasome of the many topics covered by the
conference.

Outcome of the Meeting

Although a single workshop cannot do justice to the breadthdepth of contemporary complex analysis
and complex geometry, the organizers believe it was beakfiwibring together a group of experts from
diverse subfields to discuss recent results and work in pesgrand to share ideas on open questions. We
chose a coherent collection of interrelated topics for tloekahop, representing some of the most vibrant
developments in the subject today.

There were 41 participants, ranging from leading experggaduate students (5 in total) and recent PhDs
(another 5). Among the participants were 6 female matheias.

The program consisted of 24 talks, each of 45 minutes, witheakbof at least 15 minutes in between
talks. Five of the talks were by recent PhDs or graduate stsdd& here were three full days, in which the
presentations ended by 5:00 pm, while the remaining two daysisted of just a morning session. This
allowed ample time for questions and discussions.

There is general agreement among the participants thatdhestwop was both inspiring and stimulating.
All very much appreciated the excellent facilities and tsitality at BIRS. The beautiful scenery and the
unseasonably warm weather during the week helped make ttkeshap a success.
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Chapter 10

Advances in Stochastic Inequalities and
their Applications (09w5004)

Jun 07 -Jun 12, 2009

Organizer(s): David M. Mason (University of Delaware), Luc Devroye ( McQilniver-
sity), Gabor Lugosi (ICREA and Pompeu Fabra University)

Overview of the Field

Stochastic inequalities play a crucial role in a wide varigt areas of mathematical science. Among these
areas are learning theory, empirical processes, nonpaiafuaction estimation, combinatorial optimiza-
tion, high-dimensional geometry, random graphs, and Gaugsocesses. Stochastic inequalities include
concentration inequalities for functions of independanidom variables, deviation inequalities for indepen-
dent sums and their extension to functions of independeuliora variables such as U-Statistics, decoupling
inequalities, as well as sharp moment inequalities for tivenof independent sums of Banach space valued
random variables. Also partial extensions of these inetigmto dependent situations such as martingale and
weakly dependent sequences have been accomplished angpargaint in applications.

Outcome of the Meeting

The objective of the workshop was to bring together a strangg of mathematicians who have made im-
portant contributions to stochastic inequalities andrtapplications. We witnessed a lively interdisciplinary
exchange of ideas and methods that will surely lead to fugih@gress in the particular research areas of the
participants and will eventually lead to new developments.

The workshop featured 32 talks on a wide range of aspectediastic inequalities and their applications.
Various speakers with different background presented thaik in a way accessible to all participants which
was important to help ideas penetrate across differens amea triggered interesting and fruitful discussions.
In the next section we describe the some highlights of thedks.t

Presentation Highlights

The 32 presentations considered different kinds of stazhiagqualities arising in different fields and various
applications were developed. The topics included inetjealfor Markov chains, inequalities for empirical
processes, concentration inequalities, inequalitiesdgression, density estimation, and statistical learning
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theory, multivariate central limit theorem&,-statistics and chaoses, random matrix inequalities,uakq
ties for dependent random variables, applications for atps research, applications for high-dimensional
geometry, and the Gaussian correlation conjecture. Tles ind abstracts of the talks are listed below.

Tail inequalities for additive functionals and empiricabpesses of geometrically ergodic
Markov chains
Radoslaw Adamczak
University of Warsaw
radamcz@mimuw.edu.pl

| will present some Bernstein style tail inequalities foddiye functionals and empirical processes of geo-
metrically ergodic Markov chains. The bounds are expresstams of the asymptotic variance and and the
L, norm of the function defining the functional. The proofs aasdd on the classical regeneration method
and some new inequalities for empirical processes of inugge random variables with finite exponential
Orlicz norms.

An invariance principle for set-valued M-estimators thghuihe boundary
empirical process.

Philippe Berthet
University Paul Sabatier, Toulouse France

In current researches [1] with John Einmahl we combine séteols from the empirical process theory — all
derived from concentration, symmetrization and momenyuradities — to describe the oscillation behavior
of various kinds of set-valuetl/-estimators”,, in R?. Among these empirical minimizers are excess mass
sets, minimum volume sets, shorth sets — or maximum prababdts — selected in a cla€g by means of
an i.i.d. sample having law in R?. WhenP has a density these sets estimate a level 6eof f. We do not
study the volume\(C,, AC) of the symetric difference between an empiri€al and a target set' as in [8]
but the seC,, AC itself, provided”' is a convex body. To deal with weak convergence of random(setse
investigate a new kind of limit theorems. For this we use $lender description of the boundary empirical
measure introduced in [6] and [7]. Also, the probability hda for the strong gaussian approximation from
[2,3] and for the stability of empirical minimizers from [#pth play a crucial role. It turns out that we can
describe the joint limit law of the above error sétsAC' in terms of an auxiliary Brownian motion indexed
by functions describing the boundad¢’, drifted by a deterministic process driven by the seconewoofl P
arounddC'. Extensions are on the way in clustering or quantizatioe fyfblems such as the optiniaballs
covering, or in the trimmed&-means problem introduced in [5].

[1] Berthet, P. and J.H.J. Einmahl (2009entral limit theorems for level set estimat@nsdInvariance
principles for set valued M-estimators

[2] Berthet, P. and Mason, D.M. (2006 Revisiting two strong approximation results of Dudley and
Philipp. IMS, Lecture Notes-Monograph Series, High DimensionabRbility, 51, pp 155-172.

[3] Berthet, P. and Mason, D.M. (20083trong invariance principles for empirical processes ixelt by
functions Preprint.

[4] Berthet, P. and Saumard, A. (2009tability of empirical minimizers through Gaussian appnoa-
tion. Preprint.

[5] Cuesta, J., Gordaliza, A., and Matran, C. (199®)mmed k-Means: An Attempt to Robustify Quan-
tizers Ann. Statist., 25, 553-576.

[6] Einmahl, J.H.J. and Khmaladze, E.V. (2009entral limit theorems for local empirical processes
near boundaries of set3o appear.

[7] Khmaladze, E.V. and Weil, W. (2008).ocal empirical processes near boundaries of convex bodies
Ann. Inst. Statist. Math., 60, 813-842.

[8] Polonik, W. (1995). Measuring mass concentrations and estimating densityocordlusters - an
excess mass approachnn. Statist. 23, 855-881.
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Self-bounding functions, Talagrand’s convex distance uadity
and related questions
Stéphane Boucheron
LPMA & Université Paris-Diderot
stephane.boucheron@math.jussieu.fr

Using the (modular) entropy method, Boucheron, Lugosi aiadddrt (2003), Maurer (2006) obtained trans-
parent proofs of parts of Talagrand’s convex distance iakiyu1995). The argument relied on a simple
observation: the (random) Efron-Stein estimate of theawar@ of the convex distance is upper-bounded d by
1. This was not enough to handle the fluctuations of the conv&aice to very small sets. By relating the
squared convex distance to (general) weakly self-bourfdinctions, it is possible to recover the full power
of Talagrand’s convex distance inequality using a trarespaand modular proof. This amounts to check
that the squared convex distance (and many other weakhpsaliding functions) satsifies a Bernstein-like
inequality.

Joint work with G. Lugosi and P. Massart.

Spectrum of large random Markov chains
Djalil Chafai
University Paul Sabatier, Toulouse France
chafai@math.univ-toulouse.fr

We consider the spectrum of random Markov chains with venyddinite state space. The randomness of
these chains, which appears as a random environment, iswctes! by putting random weights on the edges
of a finite graph. This approach raises stimulating open Iprob, lying at the interface between random
matrix theory and random walks in random environment. Phthis work is in collaboration with Ch.
Bordenave (Toulouse, France) and P. Caputo (Rome, Italy).

Exponential inequalities for self-normalized processes
with applications
Victor H. de la Pefia* and Guodong Pang
Columbia University
vp@stat.columbia.edu

We prove the following exponential inequality for a pair ahdom variable$A, B) with B > 0 satisfying
the followingcanonical assumptiorfy[exp(AA — )] <lforAinR
( Al

V(B2 + (E(AP)?)

z2/2

—_4a  _
P >x) <cqr Tale

whereC, = (2q‘1 1) ,x > 0andl/p+1/q = 1forp > 1. Applying this inequality, we obtain sub-
gaussian bounds for the tail probabilities for self-noiizesd martingale difference sequences. We propose
a method of hypothesis testing for thé-norm (p > 1) of A (in particular, martingales) and some stopping
times.

Multivariate Bahadur-Kiefer Representations
Paul Deheuvels
LSTA, Université Pierre et Marie Curie
7 avenue du Chateau, F92340 Bourg-la-Reine, France
Paul.Deheuvels@upmc.fr
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The classical Bahadur-Kiefer representation (Bahadu{)LXKiefer (1970)) gives a limit law (as — o)

for the statistid|a,, + 5, ||, wherea,, (resp.,,) denotes a uniform empirical (resp. quantile) processdase
upon a sample ofi uniformly distributed on(0, 1) observations. Here, we sgff|| := supg<;<; |f(t)]

for the sup-norm of a bounded functighon [0, 1]. In this paper, we provide a multivariate extension
of this result. We conside? > 1 pairs of empirical and quantile processgs,.;, 5n.i}, j = 1,...,d

and focus our interest in the case where thégairs are mutually independent, corresponding to the sit-
uation where each individual pair is generated by an indépeinsequence of i.i.d. uniforrfo, 1) ran-
dom variables. Setting = (¢1,...,tq), we establish limit laws (a& — oo) for statistics of the form

SUPge(o,1)4 ‘2?21 U, (6){an,;(t;) + Bn;(t;)}|, wherely, ... U, are suitable continuous functions on1]<.
Besides providing some extensions of the classical Bakddifier representation, these results allow us to

obtain optimal rates of strong approximation of empiriogpala processes by sequences of Gaussian pro-
Cesses.

Markov Chain Coupling for Stochastic Domination of Ordeat&tics
Devdatt Dubhashi
Dept. of Computer Science
Chalmers University, Sweden
dubhashi@chalmers.se

For the order statistic6X (1 : n), X(2 : n),---,X(n : n)) of a collection of independent, not neces-
sarily identically distributed random variables and foy anc [n], the conditional distributio X (¢ + 1 :
n),---,X(n:n)| X(i:n)>s)is shown to be stochastically increasingsinsing a coupling of Markov
chains. (Joint work with Olle Haggstrom.)

Uniform in bandwidth consistency of kernel regression
estimators at a fixed point
Uwe Einmahl
Free University of Brussels
ueinmahl@vub.ac.be

We show that the empirical process approach developed bydtihand Mason (2000, 2005) for proving
uniform consistency results for kernel regression fumcéstimators on compact sets can be adapted so as
to also give optimal results for pointwise convergence. fagults are uniform in bandwidth and uniform
over certain function classes. As in the previous work, wedngood exponential deviation and moment
inequalities for general empirical processes. As we ardirdeavith the pointwise convergence of such
estimators it is sufficient to use a Bernstein type expoaéimgquality in terms of the strong second moments
which is due to Yurinskii (1976) rather than the more elabmiequality of Talagrand (1994) in terms of
the weak second moments. The moment inequality we need gedmsnew and might be of independent
interest. Combining these tools we can obtain results wittintal convergence rates for function classes
having an envelope function with finite moment generatingfion. This is different from the corresponding
results on uniform convergence rates over compact setsavwherfunction classes had to be bounded. One
might wonder whether one can extend these results to the firstnent generating function case as well. We
would be able to answer this question in the affirmative if \ed b Bernstein type inequality for unbounded
function classes in terms of the weak second moments. (3hsnt work with Julia Dony, Free University

of Brussels (VUB).)

A limit theorem for the distribution of the absolute dewti
of linear wavelet density estimators
Evarist Giné
University of Connecticut
gine@math.uconn.edu
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The Smirnov-Bickel-Rosenblatt limit theorem for the supsn deviation of a convolution kernel density
estimator is extended to some wavelet density estimatdiis.ig joint work with Richard Nickl.

Optimal Rates in the Multivariate Central Limit Theorem Raills
Friedrich Goetze
University of Bielefeld
goetze@math.uni-bielefeld.de

We discuss the connections between asymptotic approxinsatf quadratic forms with generalized-
limits in the multivariate central limit theorem with clasal lattice point counting problems of Hardy and
Landau. We describe recent optimal approximation bountgware valid starting at dimension 5 in the
multivariate CLT obtained with A. Zaitsev. This is relateal jbint work with G. Margulis on the local
equidistribution of values of indefinite quadratic formslattices.

Oracle Inequalities in Sparse Recovery Problems
Vladimir Koltchinskii
Georgia Institute of Technology
vlad@math.gatech.edu

Numerous problems in Statistics and Learning Theory caredeaed to penalized empirical risk mini-
mization over linear spans or convex hulls of large dictiggsof functions. The goal is to recover a sparse
approximation of a target function (such as regressiontfons or Bayes classification rules) based on noisy
observations at random locations. Convex complexity piesahre often used in empirical risk minimiza-
tion to find such a sparse solution and sharp oracle ine@salitith error terms that depend on the degree
of sparsity of the problem have to be proved. The talk willldeigh such inequalities in several problems
including ¢,-norm penalized empirical risk minimization over lineaasp and entropy penalized empirical
risk minimization over convex hulls. Talagrand’s concatitm inequalities and other bounds for empirical
and Rademacher processes are among the main tools in tloédenps.

Limit Theorems for High Dimensional Data
James Kuelbs
University of Wisconsin-Madison
kuelbs@math.wisc.edu

We establish limit theorems for high dimensional data thataracterized by small sample sizes relative to
the dimension of the data. In particular, we provide an itéigiimensional framework to study statistical
models that involve situations in which (i) the number ofgraeters increase with the sample size (that is
allowed to be random) and (ii) there is a possibility of rmgsdata. Under a variety of tail conditions on the
components of the data, conditions for the law of large nus)kes well as various results concerning the
rate of convergence in these models are obtained. We alsergreentral limit theorems in this setting, some
which involve data driven coordinate-wise normalizations

Estimates of moments and tails for some multidimensionabshs
Rafal Latala
Institutes of Mathematics: University of Warsaw & Polishaslemy of Sciences
rlatala@mimuw.edu.p

We present two sided estimates on moments and tails of ramddables of the form

E iy ig Xy o Xy,

where X; are independent symmetric random variables with logaiithity concave tails and < 3. For
d > 3 we are able so far to derive upper bounds only in the speaalsc@ncluding exponential and Gaussian
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random variables). Estimates are exact up to constantsidejgeond only. As a tool we show a new bound
for suprema of certain empirical processes.
The talk is based on joint work with Radoslaw Adamczak.

A Gaussian Inequality for Absolute Value of Products

Wenbo V. Li
University of Delaware
wli@math.udel.edu

We will discuss the inequalities
E|X1 Xy X,| < /permk < (EX2X2... X2)/2

for any centered Gaussian random variabigs- - - , X,, with the covariance matriX. The first inequality
is due to the speaker and the second inequality is due to €ré2@08). Various implications, examples,
applications and conjectures will also be presented. Bhagoint work with Ang Wei.

On the behavior of random matrices with independent columns
Alexander Litvak
University of Alberta
alexandr@math.ualberta.ca

The talk is based on joint works with R. Adamczak, O. GuédarRajor, and N. Tomczak-Jaegermann. We
discuss behavior of several parameters of a randoniV matrix A, whose columns are independent random
vectors inR™ satisfying some natural conditions. In particular, we obéstimates for the spectral norm.af
(i.e. the largest singular value dfor, equivalently, the operator nor : /3" — ¢%|); the smallest singular
value; the norm ofd on the set of alin-sparse vectors (i.e. vectors having at mastonzero coordinates),
which is denoted byi,,,. Our estimates hold with overwhelming probability, thattiee probability tending

to one as the dimension grows to infinity. In particular, wéaabthat for isotropic log-concave i.i.d. random
vectorsX;'s

Prob(EIm <N:A4,>C (\/ﬁ—l- vmlog ﬂ)) <exp (—cv/n),
m

wherec andC' are absolute positive constants. Note here that= || A]|.

We apply our results to solve several problems. First, weideoasymptotically sharp answer to the
guestion posed by R. Kannan, L. Lovasz, M. Simono\iet K be an isotropic convex body R". Given
¢ > 0, how many independent poim§ uniformly distributed orf are needed for the empirical covariance
matrix to approximate the identity up tawith overwhelming probabilityRNamely, we show that it is enough
to take N ~ C(e)n vectors. Then we turn to applications to compressed semsidgonvex geometry. We
investigate RIP (Restricted Isometry Property) of randoatrives with independent columns and show that
the matrix A, considered above, satisfies RIP. Thus, as was shown in wéiksCandes and T. Tao, and
D. L. Donoho, such a matrix can be used to solve exact reagi&in process ofn-sparse vectors vié
minimization as well as to construct neighborly polytopes.

Concentration of measure and mixing for Markov chains.
Malwina J. Luczak
London School of Economics
m.j.luczak@lse.ac.uk

We discuss certain Markovian models on graphs with locabdyios. We show that, under suitable condi-
tions, such Markov chains exhibit strong concentration efisure over long time intervals. Further, with
additional assumptions, we also have both rapid conveggemequilibrium and strong concentration of
measure in the stationary distribution.
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A high dimensional Wilks phenomenon
Stéphane Boucheron and Pascal Massart*
stephane.boucheron@math.jussieu.fr
pascal.massart@math.u-psud.fr

Atheorem by Wilks asserts that in smooth parametric demsiiynation the difference between the maximum
likelihood and the likelihood of the sampling distributioonverges toward a chi-square distribution where
the number of degrees of freedom coincides with the modeédsion. This observation is at the core of
some goodness-of-fit testing procedures and of some chssixlel selection methods. This paper describes
a non-asymptotic version of the Wilks phenomenon in bourmtedrast optimization procedures. Using
concentration inequalities for general functions of inelegent random variables, it proves that in bounded
contrast minimization (as for example in Statistical LeagnTheory), the difference between the empirical
risk of the minimizer of the true risk in the model and the minim of the empirical risk (the excess em-
pirical risk) satisfies a Bernstein-like inequality whehe tvariance term reflects the dimension of the model
and the scale term reflects the noise conditions. From a mattieal statistics viewpoint, the significance
of this result comes from the recent observation that whergusodel selection via penalization, the excess
empirical risk represents a minimum penalty if non-asyriptguarantees concerning prediction error are
to be provided. From the perspective of empirical processr) this paper describes a concentration in-
equality for the supremum of a bounded non-centered (dgtaah-positive) empirical process. Combining
the now classical analysis of M-estimation (building onatand’s inequality for suprema of empirical pro-
cesses) and versatile moment inequalities for functiomsde#fpendent random variables, this paper develops
a genuine Bernstein-like inequality that seems beyondahelr of traditional tools.

Inequalities for Self-Bounding Random Variables
Andreas Maurer
am@andreas-maurer.eu

The talk applies inequalities for self-bounding randomialales to variance related objects. | give a result
on the concentration of the empirical variance of a sampladépendent, bounded variables, and show
how it can be used to give tight empirical versions of Berin&anequality. A related result concerns the
eigenvalues of the normalized Gramian generatedingependently drawn datapoints in a high-dimensional
ball. Here the estimation error for tieth largest eigenvalue can be bounded with high probabiitgrms

of the largest eigenvalue and a remainder of order.

Quantitative asymptotics of graphical projection pursuit
Elizabeth Meckes
Case Western
ese3@cwru.edu

In 1984, Diaconis and Freedman proved a limit result statgghly that, given a large numberof data
points in a high dimensiod, most one-dimensional projections of the data would logkaximately Gaus-
sian. In this talk, | will present a quantitative version lo¢ttheorem, in the form of a concentration inequality
for the bounded-Lipschitz distance between the empirisatidution of a random projection of the data and
a suitably scaled Gaussian distribution. | will also présemultivariate version, considering projections of
the data onto subspaces of dimenstonin particular, | will discuss the issue of howmay grow withn
andd for this normal-projections phenomenon to persist. Thehoabf proof is by a combination of Stein’s
method, the concentration of measure phenomenon, and y2udlgropy bound, and is likely to have many
other applications.

Concentration of polynomial functions of random matrices
Mark W. Meckes
Case Western Reserve University
mark.meckes@case.edu
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In the spirit of results of Guionnet and Zeitouni and of freeh@bility theory, we prove concentration in-
equalities for noncommutative polynomials of large indegent random matrices. This is joint work with S.
Szarek.

A Bernstein type inequality and moderate deviations
for weakly dependent sequences
Florence Merlevede
University of Paris Est
Florence.Merlevede @univ-mlv.fr

In this talk | shall present a joint work with M. Peligrad andM&o, concerning a tail inequality for the max-
imum of partial sums of a weakly dependent sequence of randoiables that is not necessarily bounded.
The class considered includes geometrically and subgeialbt strongly mixing sequences. The result is
then used to derive asymptotic moderate deviation resAlpglications include classes of Markov chains,
functions of linear processes with absolutely regular wations and ARCH models.

Adaptive Confidence Bands in Density Estimation
Richard Nickl
University of Cambridge
nickl@statslab.cam.ac.uk

Given a sample from some unknown continuous dengity-», we construct fully adaptive estimators for
f and prove an exact Smirnov-Bickel-Rosenblatt type limgaitem for it. This allows to obtain adaptive
confidence bands which are honest for all densities in a lg&rmubset of the union of-Holder balls,

0 <t < r,whereris afixed but arbitrary integer. The proofs are based on aggenalysis of the stochastic
behaviour of certain linear wavelet or kernel density eators, in particular exponential inequalities and
extremal type limit theorems.

Weak vs. strong parameters for vector-valued Rademachss su
Krzysztof Oleszkiewicz

Institutes of Mathematics: University of Warsaw & Polishaslemy of Sciences
koles@mimuw.edu.pl

Weak and strong parameters (moments and tails) of vectoed&®ademacher sums are related by a deviation
inequality. Estimates obtained imply asymptotic equatifythe optimal constants in the Khinchine and
Khinchine-Kahane inequalities. Aslo, they form a coungetpo the classical results of Talagrand about
concentration on the discrete cube - the new bounds beingarfeist when weak parameter is rather large
with respect to the strong one. The work is unpublished yehbtinew and some parts of it were presented
already back in 2005 and 2006; however, the presentatiomegaricted to the convex geometry circles and |
think that both the results and their quite elementary mowdy be of some interest also for people working
on stochastic inequalities.

Functional central limit theorem via martingale approxiioa
Magda Peligrad
University of Cincinnati
peligrm@math.uc.edu

Martingale approximation as a tool to obtain asymptoticitsggoes back to Gordin and the theory was de-
veloped by many mathematicians including Philipp, KipMaradhan, Hall, Heyde, Maxwell, Woodroofe,
Zhao, Wu, Volny, Dedecker, Merlevede, Rio among others.sWdl stress the characterization of stochas-
tic processes that can be approximated by martingales favirtg the conditional functional central limit
theorem. The results are easily applicable to a variety afrgtes, leading to a better understanding of the
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structure of several classes of stochastic processes emés#ymptotic behavior. The approximation brings
together many disparate examples in probability theorys italid for classes of variables defined by fa-

miliar projection conditions, various classes of mixinggesses including the large class of strong mixing
processes and to classes of reversible and normal Markaatope The main tool in analyzing all these

examples are maximal inequalities. Joint work with Mikr@adrdin.

On the Bennett-Hoeffding inequality
losif Pinelis
Michigan Technological University
ipinelis@mtu.edu

The well-known Bennett-Hoeffding bound for sums of indegemt random variables is refined, by taking
into account truncated third moments, and at that signifigamproved by using, instead of the class of all
increasing exponential functions, the much larger clasgllagfeneralized moment functiorfssuch thatf

and f” are increasing and convex. It is shown that the resultingitistnave certain optimality properties.
Comparisons with related known bounds are given. The esatt be extended in a standard manner to (the
maximal functions of) (super)martingales. The proof oft&in result is much more difficult than those of
the previous results; it uses an apparently new method tagta referred to as infinitesimal spin-off.

Estimation of convex-transformed densities
Arseni Seregin
University of Washington
arseni@stat.washington.edu

A convex-transformed density is a quasi-concave (or a eg@siex) density which is a composition of
monotone and convex functions. We consider nonparamsetiro&tion in a scale of such families of densities
on R¢ indexed by a real parameter The values = 0 corresponds to log-concave densities, while values of
s # 0 correspond to heavier tailed densities or densities cdratend on particular subsets Bf according as

s < 0ors > 0. Many parametric and non-parametric families of densiésbe included in a suitable family
of convex-transformed densities: normal, gamma, beta,li@&liend other log-concave densities, multivariate
Pareto, Burr, Student t, Snedecor etc. We study the pregasfinonparametric estimation in these classes
of convex-transformed densities, including existence @nsistency of the maximum likelihood estimator,
and asymptotic minimax lower bounds for estimation.

Stochastic Limit Theorems with Deterministic Analogs,
Stationary Analogs, or No Analogs
J. Michael Steele
University of Pennsylvania
steele@wharton.upenn.edu

If you choose n points at random in the unit square, the daksbrem of Beardwood, Halton, and Hammer-
sley tells you that the length of the shortest tour througdséhpoints is asymptotic to a constant times the
square root of n. Now, consider the purely deterministies®isere for each n we look at the worst case point
configuration. Again, we get a sequence of lengths that gmap@tstic to the square root of n. We consider
several examples of such analog pairs, and also some cassstiva analogy fails. In particular, we consider
some instructive instances of failure where independanpges are replaced by sequences from a stationary
ergodic process. Naturally, there are links with large d#éon inequalities, Orlicz norm bounds, discrepancy
theory, and empirical processes.

Vector-valued tangent sequences and decoupling
Mark C. Veraar
Delft University of Technology
m.c.veraar@tudelft.nl
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The class oumD spaces was extensively studied by Burkholder in the eightieis the right setting for
vector-valued harmonic analysis and stochastic intemrdtieory as developed in that same period. In more
recent years progress on research in PDEs and harmonisenaywell as progress in stochastic integration
and SPDEs incited new interest iMD spaces (see Kunstmann and Weis (2004) and referencestherei
and Neerven, Veraar and Weis (2007-now)). More preciselgpdpling inequalities related tovb spaces
proved to be useful. This talk focusses on such inequalities

Hitczenko (1989) and McConnell (1989) proved decoupliregimalities for tangent martingale differences
with values in ayMD space. Cox and Veraar (2007) considered a one sided veffstemaecoupling inequal-
ities and showed that it also holds fbt-spaces (which are netvb). This inequality can be interpreted as
a probabilistic Banach space property, which we refer tthaslecoupling propertylin the talk we present
some recent results such ggndependence of the property and constants, and we givepza of other
spaces with the decoupling property.

We dicuss several open problems, explaining their impegao harmonic and stochastic analysis.

A Comparison of Three Methods for Bounding Moments of Sums
Jon A. Wellner
University of Washington
jaw@stat.washington.edu

Moment inequalities for sums of independent random vedaoesimportant tools for statistical research.
Nemirovski and coworkers (1983, 2000) and Pinelis (1994jvdd one particular type of such inequal-
ities: For certain Banach spacéB, || - ||) there exists a constadf = K(B,| - ||) such that for arbi-
trary independent and centered random vectoysXs, ..., X,, € B, their sumsS,, satisfies the inequality
E|S,|? < KY ' | E|| X;|*. We presentand compare three different approaches tonchtelh inequalities:
The results of Nemirovski and Pinelis are based on detestigrinequalities for norms. Another possible
vehicle are type and cotype inequalities, a tool from prditphbheory on Banach spaces. Finally, we use
a truncation argument plus Bernstein’s inequality to abtaiother version of the moment inequality above.
Interestingly, all three approaches have their own megTalk based on joint work with Lutz Dimbgen, Sara
van der Geer, and Mark Veraar.)

An Approach to the Gaussian Correlation Conjecture
Joel Zinn
Texas A&M University
jzinn@math.tamu.edu

From the original question by Dunnett and Sobel (1955) topttesent formulation given by Das Gupta,
Eaton, Olkin, Perlman, Savage and Sobel (1970), many speasies of the Gaussian Correlation Inequality
have been proved. The methods of proof are quite varied. ¥@nple, Zbynék “Sidak (1967) used mainly
algebraic and calculus methods to obtain the case when dhe séts is a symmetric strip. Loren Pitt (1977)
used a geometric approach together with of a special caseatfia/often called the Gradient Conjecture to
prove the conjecture in dimension 2. Gilles Hargé (199@sus semigroup and Dario Cordero-Erausquin
(2002) uses a Mass Transport approach via a Theorem of €liff2000). Our approach is inductive.

Brunn-Minkowski type inequalities for Gaussian Measure.
Artem Zvavitch
Kent State University
zvavitch@math.kent.edu

In this talk we will present a joint work with Richard Gardn&¥e will discuss the Brunn-Minkowski type
inequalities for Gaussian Measurefit. The best-known of these are Ehrh@siinequality, and the weaker
logarithmic concavity inequality. We obtain some resutis@erning other inequalities of this type, as well as
a best-possible dual Gaussian Brunn-Minkowski inequélityere the Minkowski sum is replaced by radial
sum).
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search), Jeffrey Bloom (Dialogic Research Inc.)

Overview of the Workshop and the Field

Following the success of the previous Workshop of Multinaegind mathematics during July 23-28, 2005,
the current workshop continues the intensive study of the died brings together the earlier participants plus
additional new prominent researchers, with the expandamé¢hincluding machine learning. The expanded
theme is to push the state of the art in multimedia procegsidgniques and multimedia technologies by
exploring modern mathematical, pattern recognition, amdhime learning methods that have cross-media
generality. In particular, we bring prominent researcteesrsvell as tutorial lecturers who have rich work-
ing/research experiences in one or more media types and mdre the experiences on commonality and
differences in the mathematical and machine learning fgaies for processing different types of media
contents.

Multimedia technologies represent rich applications améractions among a variety of information
sources including audio/music, speech, image/grapkmics&tion, video, and text/documents/language. They
also span over wide ranging information processing tasitading coding/compression, analysis, communi-
cation/networking/security, synthesis, user interfpegception/recognition/understanding, and retrievialiimg.
Future multimedia technology development will require acréasing level of intelligence, for which math-
ematical representation, modeling, and learning will @ayincreasingly important role. This is one of the
reasons that we include machine learning, providing a mtlospractical algorithms derived from rigorous
mathematical analysis. This forms one principal elemettiénworkshops theme.

The main component of the workshop is a series of presentatiod ensuing discussions. Due to the
multidisciplinary nature of the subject, we invited twodtial speakers who are experienced in research with
multiple media contents. The remaining presentationsaresed on state of the art research in a wide range
of subjects on multimedia with related machine learningtégues.
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Presentation Highlights

Tutorials

The first tutorial was given by Prof. Bernd Girod of Stanfordilérsity, entitled “Mobile Image Matching
Recognition Meets Compression.” This is a prime exampl@t&grating recognition and coding tasks that
are both common in multimedia research. Specifically, th#iegtion is on image retrieval with handheld
mobile devices, such as camera phones or PDAs, which aretexit® become ubiquitous platforms for vi-
sual search and mobile augmented reality applicationsmedile image matching, a visual data base is typ-
ically stored at a server in the network. Hence, for a visoatgarison, information must be either uploaded
from the mobile to the server, or downloaded from the servehé mobile. With relatively slow wireless
links, the response time of the system critically dependsammuch information must be transferred in both
directions. The tutorial reviews recent advances in mah#éching, using a “bag-of-visual-words” approach
with robust feature descriptors. The results demonsrateditamatic speed-ups are possible by considering
recognition and compression jointly. Real-time implenagions for different example applications are de-
scribed, such as recognition of landmarks or CD cover, tavsthe benefit from image processing on the
phone, the server, and/or both.

The second tutorial was given by Prof. Hermann Ney of RWTHHeacUniversity in Germany, entitled
“Statistical Methods for image, speech, and language psiicg: Achievements and open problems.” This
tutorial gives an overview of the statistical methods uiyeg the dramatic progress in statistical methods
for recognizing image and speech signals and for tranglajioken and written languageover the last two
decades. In particular, it focuses on the remarkable fatt fibr all three tasks, the statistical approach makes
use of the same four principles: 1) Bayes decision rule farimmiim error rate; 2) probabilistic alignment
models, e.g. Hidden Markov models, for handling stringslideyvations (like acoustic vectors for speech
recognition and written words for language translation}y&ining criteria and algorithms for estimating the
free model parameters from large amounts of data, and 4 )ethergtion or search process that generates the
recognition or translation result. The author points oat tinost of these methods had originally been de-
signed for speech recognition. However, it has turned @it thith suitable modifications, the same concepts
carry over to both language translation and image recagnitvhich in both cases results in systems with
state-of-the-art performance. This tutorial elegantimmarizes the achievements and the open problems in
this extremely fertile area of statistical modelling.

Research-Oriented Presentations

In addition to the two tutorials, there are numerous highliyipresentations at the workshop that are focused
on research ideas and applications in various areas ofmedia including image/video, audio/speech, and
multimedia security. We now give a summary of these presenta

Prof. Lina Karam of Arizona State University gave a talk ord&ptive Rate-Distortion Based Wyner-Ziv
Video Coding.” Her talk starts with a brief introduction toet area of Distributed Video Coding (DVC),
which is also known as Wyner-Ziv Video Coding. Two novel atilapDVC systems are then presented: a
pixel-domain DVC system with a rate-distortion based BAple SelecTive decoding (BLAST-DVC), and
a transform-domain DVC system with a rate-distortion ba&ddptive QuanTization (AQT-DVC). Coding
results and comparisons with existing DVC schemes and wigé4#interframe and intraframe coding are
presented to illustrate the performance of the proposddrmsgs

In the presentation entitled “Rectification-based Viewetpblation and Extrapolation for Multiview
Video Coding: R-D Analysis and Applications,” Prof. Jie hiaof Simon Fraser University applis view
interpolation in an emerging area of multiview view codidg\(C). Existing schemes assume all cameras
are aligned. These methods do not perform well when neigidpeameras point to different directions. In
this talk, the author first derives the theoretical R-D perfance of the rectification-based view interpolation.
He then applies it to H.264 MVC. To further improve the codéfficiency, he develops a rectification-based
view extrapolation for MVC. Finally, he investigates thepgation of the view interpolation in multiple-
description coding of multiview images.

In the presentation entitled “High dimensional conseride).f Jos M. F. Moura of Carnegie Mellon
University considers distributed algorithms that caneavi$ien a large number of agents cooperate to reach a
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common decision or in sensor networks where a large numisansors cooperate to process large amounts
of collected data. In the last few years there has been intenssearch in distributed algorithms for such
problems. The presenter describes a general class ofdisti algorithms, high dimensional consensus
(HDC). He shows how a number of problems of interest inclgdirstributed inference (like detection, es-
timation, or classification,) distributed localizatior, several types of consensus algorithms can be cast in
the framework of HDC. He discusses the convergence of HD@uatroad set of conditions: deterministic
as well as random, as when there is noise in the intersensumoaications or links among sensors fail at
random times. Finally, he address tradeoffs among netwudlkapplication parameters and their impact on
resource allocation, convergence rate, and topology desig

In the presentation entitled “Rotation-invariant wavédased matching of local features, with enhanced
tolerance to shifts in location and scale,” Prof. Nick Kihgsy of University of Cambridge describesa tech-
nique for using dual-tree complex wavelets to obtain richtidee descriptors of keypoints in images. The
main aim has been to develop a method for retaining the faspland amplitude information from the com-
plex wavelet coefficients at each scale, while presentiadghture descriptors in a Fourier-domain form that
allows for efficient correlation at arbitrary rotationsween the candidate and reference image patches. The
feature descriptors are known as Polar-Matching matri€ecently, he modified the previously proposed
approach so that it can be more resilient to errors in keypgogation and scale. These multi-scale feature
descriptors are potentially useful for object detecti@zognition, classification and tracking in images and
video

Prof. Tsuhan Chen of Cornell University presented “A GraphModel Framework for Using Context
to Understand Images of People.” The motivation of this aese is that when we see other humans, we
can quickly make judgements regarding many aspects, imgubeir demographic description and identity
if they are familiar to us. We can answer questions relatethéoactivities of, emotional states of, and
relationships between people in an image. We draw conclagiased not just on what we see, but also
from a lifetime of experience of living and interacting wibkther people. The presenter proposes contextual
features and graphical models for understanding imagesaylp with the objective of providing computers
with access to the same contextual information that humsas u

In the presentation of “Genomic/Proteomic Signal Procesiir Cancer Classification and Prediction,”
Prof. Ray Liu of University of Maryland, College Park dissed an important topic of cancer classification
and prediction. DNA microarray and proteomic mass spectiechnologies make it possible to simulta-
neously monitor thousands of genes/protein expressialisend distribution. A topic of great interest
is to study the different expression profiles from cancerepés and normal subjects, by classifying them
at gene/protein expression levels. Currently, variousteling methods have been proposed in the litera-
ture to classify cancer and normal samples based on miesodata, and they are dominantly data-driven
approaches. In this talk, an alternative model-driven @pgh, named ensemble dependence model, is pre-
sented aiming at exploring the group dependence relatipstyene clusters. Because of the limited size
of current data, it is not feasible to examine the regulat&ationship between all genes. Also, both the
microarray gene expression and mass spectrum data are Hoisgver, if they are clustered in a right way,
the noise level in the resulting cluster expression will @guced, thus the ensemble dependence dynamics
of gene clusters will be revealed. Under the framework ofdtlypsis-testing, genes dependence relationship
as a feature to model is employed to classify cancer and f@angples. The classification scheme is then
applied to several real cancer data sets. It is noted thamétieod yields very promising performance.

A group of presentations at the workshop are focused on beetaudio processing and on the general
relationship across various media area, following Profy’dlitorial.

In the presenation of “From Recognition to Understanding xpahding the Traditional Scope of Signal
Processing,” Dr. Li Deng of Microsoft Research at Redmonst fabserves that the traditional scope of
signal processing as defined in the SPS constitution insltite "signal” classes of audio, video, speech,
image, communication, musical, and "others”, and inclutthes”processing” classes of filtering, coding,
transmitting, estimating, detecting, analyzing, recagn, synthesizing, recording, and reproducing. He
argues that in our modern information society, we immergsalues with the signal processing techniques
and applications that go far beyond the above scope. In tgeptation, he constructs a "matrix” which
succinctly represents the traditionally defined scopegriaiprocessing and uses this matrix representation
to argue for natural expansion of the signal processingesdoyparticular, he advocates the extension of the
"signal” coverage from typical numerical type to symbolip¢ such as text and documents, and for extension
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of the "processing” class from recognition to understagdiie then present a case study which demonstrates
principled ways in which the commonly used speech recagmtgchniques are naturally extended to handle
the more challenging problem of speech understanding (vathy, problem-specific processing steps added
in an integrative manner).

The presentation of “Speech Recognition and Machine Tasingl A Comparative Overview” given
by Dr. Xiaodong He of Microsoft Research, Redmond summarizdstantial progress made over the last
decade in both research and real-world applications ofcspeszognition and machine translation. Despite
conspicuous differences, many problems in speech re¢ogmind in machine translation share a wide range
of similarities, and it is of great interests to see techagyin these two fields can be successfully cross-
fertilized. In this talk, he discusses the similarities @ifference between speech recognition and machine
translation. As case studies, three specific technologadiave been successfully applied to both fields are
discussed in details: hidden Markov model, template basedefing and decoding, and system combina-
tion. Through these examples, he compares the propertigseetch and language, and shows how generic
sequential pattern recognition technologies could beneled and applied to address the particular needs of
speech recognition and machine translation.

In the audio processing area, Prof. George Tzanetakis ofdisity of Victoria gave an entertaining talk
on “Computational Ethnomusicology - Expanding the reaciMuos$ic Information Retrieval to the musics of
the world.” Music Information Retrieval (MIR) is a relatiyenew research area in multimedia. MIR deals
with the analysis and retrieval of music in digital form. déflects the tremendous recent growth of music-
related data digitally available and the consequent neesgtdoch within it to retrieve music and musical
information efficiently and effectively. Most of existingork in MIR has focused on western classical and
popular music as these types of music have the largest cotraheterest. In this talk Dr. Tzanetakis
describes two case studies in Computational Ethnomugjgdiwat explores how MIR techniques can be
applied to the study of non-Western music for which theredstandardized written reference (which is a
large percentage of the music of world if not of album sal&@$je first case study is an automatic analysis
of micro-timing in complex Afro-Cuban percussion musicngsrotation-aware dynamic programming. The
second case study is a content and context aware web vasi@tiznterface for the study of religious chant.
In addition to the technical challenges these projectsemtesl he also discusses the social challenges of
Interdisciplinary collaborations between engineerind anmanities.

The second interesting talk in the area of audio processirtiléd “Machine Hearing - A Research
Agenda and an Approach,” by Richard F. Lyon of Google Inc. atiktain View. He points out that the field
of machine hearing is still in its infancy, in comparisontwiiie thriving field of machine vision. This unfortu-
nate situation, combined with the availability of good fr@md auditory models, provides us the opportunity
to make quick progress by leveraging techniques from maclision to help make progress in research and
applications in machine hearing. His project at Google aimniselp machine hearing become a first-class
academic and commercial field. His group developed apmitsithat will do something useful with all that
uninterpretable audio media out there, such as sound ted&mateur movies. There are three main tactics
that help us: (1) Leveraging techniques already develap#tki machine-vision and machine-learning fields;
(2) Productive interaction with the wider field of hearingearch, to keep models honest and motivate better
experiments; (3) Focus on applications for which the cingéehas to do with what things sound like, as op-
posed to specialized domain knowledge ("non-speech nosieraudio”). He presented some results showing
how very-high-dimensionality feature spaces can effe@ticonnect auditory representations to simple but
powerful machine learning techniques for a range of apfitina such as sound ranking from text queries.

The third audio-processing talk, titled “Acoustic Scern@smplex Modulations, and a New Form of Fil-
tering,” is by Prof. Les Atlas of University of WashingtoneR in a restaurant or other reverberant and noisy
environment, normal hearing listeners segregate mulsipleces, usually strongly overlapping in frequency,
well beyond capabilities expected by current computatiaparoaches. What is it that we can learn from
this common observation? As is now commonly accepted, fferidig dynamical modulation patterns of the
sources are key to these powers of separation. But untihtigcthe theoretical underpinnings for the notion
of dynamical modulation patterns have been lacking. Hedlasta decades-old and loosely defined concept,
called "modulation frequency analysis,” and developedemitir which allows for distortion-free separation
(filtering) of multiple sound sources with differing dynarsi A key result is that previous assumptions of
non-negative and real modulation are not sufficient ande&uts coherent and sparse separation approaches
are needed to separate different modulation patterns €Tresalts may have an impact in separation and rep-
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resentation of multiple simultaneous sound streams feedpeudio, hearing loss treatment, and underwater
acoustic applications. This research also suggests egcittw and potentially important open theoretical
qguestions for general signal representations, extendiggrid acoustic applications and potentially impact-
ing other areas of engineering and physics. The final talkénarea of audio/speech processing is titled
“Deep-structured learning in speech processing” by Dr. do%a of Microsoft Research, Redmond. In this
talk he reports recent investigations on ways to learn cerysequential decision boundaries in speech pro-
cessing by composing multiple-layers of simple learners. sHows that this hierarchical structure allows
one to learn and use long-range dependencies hidden inghalsiand use features that cannot be easily
incorporated in the hidden Markov model.

There are a large number of image or video processing refasentations. The first one is “Mate-
rial classification using visible and near-infrared imggbyg Prof. Sabine Ssstrunk of EPFL. Recently, the
presenter’s research group have shown the advantagesufaieously capturing visible and near infrared
(NIR) radiation in digital photography applications, sagwhite balancing, shadow detection, dehazing, and
face rendering. In this talk, she presented the on-goirgarel using NIR images in conjunction with visi-
ble images for material classification. As many coloranésteansparent to NIR, it is possible to reproduce
the intrinsic lightness and texture characteristics of ¢emie. The researchers are thus currently analyzing
visible and NIR images according to their lightness andutextThe results are the input of a classifier in the
form of feature vectors, and the probability of that datahglto a material category is then calculated. They
achieve good classification results on a limited set of nadtelasses.

The next presentation is “Visualizing and Understandingl@nges in the Design of Light Field Dis-
plays,” by Dr. Amir Said of Hewlett Packard. While attempigécreate three-dimensional views are nearly
as old as photography, no solution has been able to generaestent interest and wide acceptance of their
quality. New analysis techniques are presented that caly @easl more naturally show why the problem
is not impossible, but can be indeed very challenging. Secpeeof display simulations are shown, which
can provide a much more intuitive appreciation of the diffies, and facilitate understanding how design
limitations impact visual quality.

Dr. Jeffrey Bloom of Dialogic Research Inc. presented the tedk of “Understudied Constraints Im-
posed by Watermarking Applications.” As video watermagklmecomes more mature and more widely
known and accepted, a number of security and non-securitycagions are emerging. When watermarked
content is traveling through a network or series of netwottksre is a need to embed and/or detect water-
marks at various points in the distribution chain. Traditibwatermarking research concentrated only on the
input and output of the network. This leaves a number of stesnanderstudied. We will discuss two such
scenarios: embedding in an entropy-encoded bitstream etedtibn in a compressed domain that differs
from the embedding domain due to transcoding.

The final series of presentations are on multimedia sec¢ustayting with Prof. Edward J. Delp (Purdue
University) talk on “Multimedia Security: A Viewpoint frona Walking Wounded.” This talk describes
current research issues in multimedia security involviatadhiding, device forensics, biometrics, DRM, and
authentication. He "predicts” the future as to where thalligoing. This talk also presents a brief overview
of the research done in the Video and Image Processing Laippat Purdue University. Projects described
include video compression, media indexing, multimediaiggg language translation, mobile applications,
and medical imaging.

The next talk in this series is “Information Management aadusity in Media-Sharing Social Networks”
by Professors Mehrdad Fatourechi and Jan Wang of Unives§iBritish Colombia and Prof. Hong Zhao
of University of Alberta. Digital media has profoundly ctgged our daily life during the last decade. For
example, the wide adoption of broadband residential ac@es$secent advances in video compression tech-
nologies has fueled increasing popularity in delivery of 3&fvices via Internet. We have also witnessed
the emergence of large-scale multimedia social networkngonities such as Facebook and YouTube. This
proliferation of digital multimedia data creates a teclogit¢al revolution to the entertainment and media in-
dustries and introduces the new concept of web-based smtigbrking communities. However, the massive
production and use of digital media also pose new challetoyibe scalable and reliable sharing of multime-
dia over large and heterogeneous networks, demand e#fenwnagement of enormous amount of unstruc-
tured media objects that users create, share, distrilinkeahd reuse, and raise critical issues of protecting
intellectual property of digital media data. The proper agement and protection of digital multimedia at
such an unprecedented scale are beyond the capability mntuechnologies and demand new solutions.
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This collaborative research effort between University afigh Columbia and University of Alberta tackles
the emergent technical challenges (e.g. information mamagt and content protection) in large-scale media
social networks. The aim is to establish a multimedia mame and security framework to provide effec-
tive management, secure and reliable sharing of digitalianiedarge-scale social networks. In particular,
this talk addresses a summary of our recent research gffdhs following areas: content-based fingerprint-
ing for media indexing and content recognition; undersitggend analyzing the impact of human factors on
multimedia systems; and building an automated networkisemonitoring paradigm.

Dr. Darko Kirovski of Microsoft Research, Redmond gave thetrialk of “Realizing the Uniqueness of
Optical Media.” When a DVD is stamped it is physically unigtte proposes a scheme to detect and deploy
this uniqueness for the benefit of Digital Rights Management

The next talk of “Connectivity and Security in Directionaliimedia Sensor Networks” by Prof. Deepa
Kundur of Texas A&M University discussed the recent incezbmterest in the development of untethered
sensor nodes that communicate directionally via direeticadio frequency (RF) or free space optical (FSO)
communications. Directional wireless sensor networkshss the original Smart Dust proposal that employs
broad-beamed FSO communications have the potential tadegigabits per second speeds for relatively
low power consumption suitable for multimedia sensingayst Two significant challenges shared by the
class of directional networks are connectivity and rousegurity, especially for random deployments. In
this talk, two issues are addressed: 1) the feasibility obpleging directional communications paradigms
in large-scale security-aware broadband randomly andlisadeployed static multimedia sensor networks;
2) the implications of link directionality to network conetevity and secure ad hoc multihop routing and
highlight approaches in network design to mitigate compsarg between the two.

The talk of “Bounds on Biometric Security” by Dr. Ton Kalkef Hewlett Parkard gives an overview
of some recent work on trade-offs between the capacity acurisg of biometric systems. He shows that
it is possible to formulate bounds for a number of cases, hatisome of the classical schemes (for ex-
ample fuzzy commitment) are sub-optimal. He also sketchasynopen questions. A highly entertaining
presentation, entitled “Cognitive Sensors Networks: Tleg/NFrontier for DSP,” was given by Prof. Magdy
Bayoumi of University of Louisiana at Lafayette. Comput@@mmunication, and sensing technologies are
converging to change the way we live, interact, and condusiniess. Wireless sensor networks reflect such
convergence. These networks are based on collaborativdsefff a large number of sensor nodes. They
should be low-cost, low-power, and multifunction. Thesel@®have the capabilities of sensing, data pro-
cessing, and communicating. Sensor networks have a wige @rapplications, from monitoring industrial
facilities to control and management of energy applicatidaa military and security fields. Because of the
special features of these networks, new network technedoglie needed for cost effective,low power, and
reliable communication. These network protocols and &chires should take into consideration the special
features of sensor networks such as: the large number ofntir failure rate, limited power, high density,
etc. Moreover, applications and impact of Sensors Netwarkgoing to a higher and wider levels through
the development of cognitive capabilities of these netwofkognitive Sensors Networks, CSN, represent a
transformational impact on technologies, applicatioms], @xpectations. In this talk the impact of wireless
sensor networks will be addressed, several of the desige@ndunication issues will be discussed, and a
case study of a current project of using such networks ifirtgiind management off-shore oil and natural
gas in the gulf region are given. The main criteria, expémtat and objectives of CSN are also highlighted

One special presentation was made on the topic of “The H- IKDBy Prof. Yucel Altunbasak of
Georgia Tech, with open disucssions. A while ago, with thip lné some Ph.D. students, the presenter
compiled H-indices for image processing researchers. Eeived several feedback about publishing this
list. The most common feedback were: 1) How do you define agénpaiocessor? 2) How do you resolve
the different H-index characteristics of image processawgnputer Vision, and computer-science oriented
people? 3) ISI-based and Google-based H-index numbersatly different. Which one do you use?, and
most important of all, 4) what is the use of publishing suclist&| Would it benefit the society? Further
feedback from the society is still needed regarding 1) iflighing such a list (online) would benefit the
society or be harmful because of possible misinterpratagsp. by students), and 2) how best to do this
project.
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Outcome of the Meeting

The workshop Il follows the workshop | over 4 years ago, amjotes a timely and updated cross-disciplinary
bridge among the relatively new area of multimedia, the s@sthblished discipline of mathematics, and the
emerging area of machine learning that heavily depends dhemeatics. For many researchers in a specific
area of multimedia, the workshop provided an excellent ojnity to broaden their perspective, exceed-
ing the level achieved 4 years ago. A series of the workshioigs-quality presentations made clear the
surprisingly similar mathematical and machine-learnipgraaches applied to speech, audio, image, and
video-processing research. The presentations and imgedisicussions enabled participants to examine the
variety of approaches in different media areas, an invédduajpportunity made possible by the mixed forma
and linformal styles of the workshop.

We would like to have BIRS to continue sponsoring crossigig@ary workshops such as the series of two
that we organized. Cross-disciplinary research sharimgas mathematical approaches, which now expand
significantly to machine learning approachesm, standsrtefit¢he most from such workshops. The different
branches of media processing research make it impossibkiricexpertise in every sub-area, and our BIRS
workshops helped immeasurably to foster an awareness ofraads in the various sub-disciplines. This is
particularly important to some industrial researcherssehwork has a relatively short-term scope. This was
the case 4 years ago, and not is still the case although tordoamhéess extent.

Most researchers in multimedia cannot afford the time-gorisg process of mastering the subtleties of
all the multimedia processing techniques. Our BIRS workgirovided an ideal opportunity to make close
connections among them and to deepen our understandinglolepr areas. The workshop succeeded in
its aim to bring mathematicians, machine learning resemschengineers, and scientists to interact and get
exposed to each others ideas and advances in these dissipfs different multimedia technologies have
evolved and continue to evolve at a very rapid rate, the ed@fotition of multimedia remains illusive, even
though multimedia technologies are now being widely deptbiy industries in a multitude of applications.

The cross-fertilization among the different disciplinesademics and practitioners, engineers and mathe-
maticians encouraged by the workshop was very useful ingrpadhe different communities to a new range
of challenging and timely technical advances, the undeglynathematical problems and applications, and
implementation challenges. This workshop Il advances wiaatachieved by Workshop | by expanding the
mathematical approaches to include the most relevant madbarning aspects. This expansion is particu-
larly beneficial for multimedia research because of its disciplinary nature and because of the intricacy
on many of its sub-areas.
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Multiscale Analysis of Self-Organization
In Biology (09w5070)

Jul 12 - Jul 17, 2009

Organizer(s): Benoit Perthame (Laboratoire J. L. Lions, Université fRiet Marie Curie)
Thomas Hillen (University of Alberta)

We have planed our workshop with the main goal to favorizewudisions and collaborative researches. In
practice we have left much free time available and avoideddng session swith many talks. This has led to
the following particularities in the workshop organizatio
e Two short courses have been asked to A. Friedman and M. Weed/ideo of this course is available on-
line on the BIRS website)

e Poster sessions have been organized so that everybodyesemphis research work (and forteen posters
were presented)
e Only six talks per day have been programmed.

Overview of the Field

The mathematical modelling of biological systems has fggidown over the past decades. Positions in
mathematical biology are announced in many Universitie$ rafevant contributions are reported in the
highest international journals. Most of the research isedon a model-computation-result and prediction
basis. There are, however, very interesting mathematicddl@ms related to these biological models. In
this workshop we want to focus on the mathematical and analgide of modelling, where we particularly
focus on the use of integro-differential equations andigladifferential equations for multi scale analysis
of self organization in Biology. Here questions on finitexi blow-up, global existence, pattern formation,
regularity and homogenization play an important role. Sofrtte models discussed here are brand new and
their mathematical properties are basically unknown (f@neple integro differential equations).

1) Integro differential equations are used to model develemt and evolution. There has not been much
analysis of integro-differential equations. Numericatlyese models show interesting pattern formations,
such as emerging pattern and pulse splitting. Such nunhelisarvations motivate questions about the un-
derlying instabilities, the bifurcational structure are trelevance of the distribution kernel of the integral
operator. Many results on travelling waves are available.

2) Our second topic relates to multiscale analysis and hemiagtion. This is particularly relevant if mi-
croscopic details of individual cells, such a cell motorg ased to design models for cell and population
movement. In poarticular the problem of cell locomationdzhen the underlying biochemical networks is
wide open. Also homogenization techniques are widely uséld domain to infer multiagent behaviors.
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3) models for cross diffusion show a very rich menu of spgiatern formation. These range from finite-
time blow-up, over Turing-like patterns to merging and egiay patterns. While Turing patterns are well
described, the other phenomena are not quite so well undersiNew mathematics is needed to follow a
solution after blow-up, and new methods are needed to psopederstand merging and emerging dynamics.

Recent Developments and Open Problems

The field can be organized in overlaping themes that all dmritr to give a global understanding of model
behavior and thus to assert the reliability of the desaiptif the underlying biological processes: Modeling,
Analysis of PDEs, Asymptotic methods, Numerics.

Modeling

The workshop has asserted the numerous interactions betwathematicians and biologist in the area of
the workshop. To quote only a few, let us mention

e Tumor growth and tissue mechanics. This topics was at the bBA. Friedman’s course on free bound-
ary problems in mathematical biology and a mechanical viiased on a mixture theory approach has been
presented in the talk by A. Tosin, see also [25].

e Evolution biology (for instance microscale movement areldtiolution of dispersal)

e Biofilms and spatially structured microbial depositionssomfaces (this is a wide subject with several im-
portant applications and several possible mathematigabaghes). See [12]

e Motor proteins, Kinesin-Microtubule Interactions, oried transport along filaments, cytoskeleton dynam-
ics (this is a very important biophysical subject where ntiodehas been progressing very strongly in the
last years and which is now ready for new and challenging ema#tical analysis)

e Auto-organization of cell communities (Group Dynamics hoBotaxis see [15], From individual to collec-
tive behaviour of cells and animals see [5])

e Biological invasions as described in the talk of Mark Lewis

e Role of noise.

Analysis of PDEs

This was a central subject in the workshop. Only to quote aglesmples we can mention

e The analysis of the Keller-Segel system and several extesgiroposed recently (see [26, 18]). This non-
linear Fokker-Planck system poses difficult mathematicalstjions because finite blow-up can happen and
thus critical spaces and critical nonlinearities occureSthare extremely challenging questons in parabolic
PDEs on which an important international community is wogki

e Aspects of bistability have been widely disccused. How @ #énise from elementary Fisher equations was
described in the talk of R. Cantrell; it turns out that bouydanditions can explain it.

e Traveling waves are a central subject (ecological invaiioimstance).

e Regularity: global existence vs singularity appearanckis arises for parabolic equations as the afore
mentioned Keller-Segel system or the biofilm models [12},ats0 in kinetic equations [2], in free boundary
problems [13, 14].

e Pattern formation and bifurcation analysis

Asymptotic methods

The biological modeling often leads to introduce small paeters in the models. These can come from time
scales (for instance jump time in bacterial movement vs ripgdion time of the colony) or space scales
(leading often to small diffusion coefficients).

The workshop has shown an important interest in the use digdstfrom homogenization and in new
guestions. We can give two examples. Models for multicatlokrganisms are derived by homogenizing the
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equations for the exchanges for a single cell in the talk biMArciniak (see [21]). It is also a way to explain
the oriented motion of molecular motors (talk of P.E. Soudiarand [24]).

Numerics

Numerics is a fundamental tool to communicate the outconzernfthematical model and this was clear in
most of the talks with applications. It is also a way to vizealand better understand the meaning of math-
ematical results (as those numerical solutions presentédl bWard). Finally, the computation of these sin-
gular phenomena arising in PDEs we have encountered alemhialg in terms of mathematical algorithms
(for instance optimal transportation can be used for conguhe Keller-Segel system up to its blow-up as

in [8]).

Presentation Highlights

Most remarkable are the two courses of three lectures giveinglthis workshop by A. Friedman and M.
Ward. We present them here together with the abstracts datke

Course by A. Friedman

The three lectures of A. Friedmann have treated of ‘Free $annproblems in mathematical biology’. He
gave a brief overview of some general free boundary problsuth as variational inequalities and Hele-Shaw
problems. Then he focussed on mathematical models of turoaitly, wound healing, cartilage growth, etc.
For some of the models he could describe the shape of the éwardlry, bifurcation of the free boundary,
and asymptotic stability results. Open problems were at¢szigbed. See [13, 14].

Course by M. Ward

The three videos of M. Ward'’s courses on the topics ‘Traps;Hes, Spots, and Stripes: An Asymptotic
Analysis of Localized Solutions to Some Diffusive and ReaaeDiffusion’. These are based on his recent
works (see for instance [7, 19, 20] and the references therEhe content was ‘A survey of the development
and application of singular perturbation methods to traatréety of both linear and nonlinear PDE models of
diffusion and reaction-diffusion type with localized sttuns is presented. Many of the problems considered
have certain key common elements, notably related to thendan Green’s function and the reduced-wave
Green'’s function, and their regular parts. We highlight sashthese key elements, and suggest some open
problems and possible further directions.

In the first lecture we focus on three different linear diffesproblems; the narrow escape problem for
diffusion from within a sphere to small traps on its bound#rg analysis of free diffusion on the boundary of
a sphere with small traps, and the determination of the gtersie threshold for the diffusive logistic model in
a highly patchy spatial environment. For the first two profdenve derive two discrete variational problems,
related to classical Fekete points, that are central tamhéténg the mean first passage time.

In the second lecture, we study localized spot-type saistto certain non-variational reaction-diffusion
systems, notably the Gray-Scott and Schnakenburg modeéstvio-dimensional spatial domain. The dy-
namics of spots will be determined, and three ifferent (larieagic) types of instabilities for spot-patterms
will be discussed and analyzed: spot self-replicationt-gpmihilation, and spot oscillations. Phase diagrams
indicating parameter regimes where these instabilitiesiowill be constructed. The asymptotic analysis to
construct quasi-equilibrium spot patterns is shown to bBeerssimilar to that used to treat the linear diffusive
problems in the first lecture.

In the third lecture, we highlight some results for the as@lyof localized stripe solutions to some
reaction-diffusion systems in planar domains. In manyainsés a stripe or ring pattern is unstable to a
breakup instability, which leads to the disintegrationtw# stripe or ring into a sequence of spots. In other
cases, a stripe is de-stabilized by a transverse or zigztapiiity, leading to a wriggled stripe. In certain
cases, this wriggled stripe is the precursor to a complicapace-filling labyritnhian pattern. Our analy-
sis of stripe stability involves a combination of singul@&rfurbation theory, the spectral theory of nonlocal
eigenvalue problems, and numerical eigenvalue computatio
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Talk by P. Bates

Kinesin-Microtubule Interactions: Transport and Spinéemation

This talk consists of two parts: Pattern formation in fagslbf microtubules under the action of kinesin
and the detailed motion of kinesin along a microtubule.

Microtubules are long cylindrical structures (lengthgiggiens of microns and diameter approximately 25
nm) comprised of tubulin dimers, which self-assemble, I8gfilaments being required side-to-side to form
the circular cross section. In the first set of results, ntidvoles are represented as stiff, polar rods which are
subject to diffusion in position and orientation and alsbjeat to pair-wise interaction, mediated by kinesin
molecular motors. The concentration of kinesin is represkhy a parameter that feeds into the probability
of an interaction occurring when two microtubules collidée probability of an interaction also depends on
the location of the collision point along the lengths of thenotubules, because kinesin accumulates at the
positive end of each microtubule. With collision rules g, Monte-Carlo simulations for large numbers
of freely moving microtubules are performed, adjustingapagters for concentration of kinesin and polarity
of the microtubules. From these studies, a phase diagrarodsiped, indicating thresholds for phase change
to occur. Simulation results are compared to those fromtio experiments.

The second part of the talk involves modeling the fine scaf@adhics of a kinesin motor as it walks along
a microtubule. The two heads of the kinesin molecule alteipdind and unbind to the microtubule with
certain mechanisms providing a directional bias to the Biiaw motion expected. One bias is the shape of
the head and the shape of the binding site, along with the aniop electrostatic charges. The second bias
is that, utilizing ATP capture and transferal of phosphaorseénergy, part of the polymeric leg (neck-linker)
of the bound head becomes attached towards the front of #aat (the "zipped” state). The trailing head
detaches from the microtubule. It then becomes subjectetbidised entropic force due to the zipped state
of the leading head and also preferentially (because ofeshapntation) attaches in front of the currently
attached head at which time ADP is released and a conforngtibange occurs, strengthening the binding.
This motion is modeled using stochastic a differential ¢igma Simulations are performed with different
lengths of neck-linkers and the mean speeds of progresbiamed. These are compared with experimental
results. (with Zhiyuan Jia)

Talk by N. Bournaveas

Kinetic models of chemotaxis

Chemotaxis is the directed motion of cells towards higherceatrations of chemoattractants. At the
microscopic level it is modeled by a nonlinear kinetic tiao$ equation with a quadratic nonlinearity. We'll
discuss global existence results obtained using dispeesid Strichartz estimates, as well as some blow up
results. (joint work with Vincent Calvez, Susana Gutiermed Benoit Perthame).

Talk by S. Cantrell

How biased density dependent movement of a species at thelaguof a habitat patch may mediate its
within-patch dynamics.

In this talk we will discuss some reaction-diffusion modilsthe propagation of a species density in a
bounded habitat. The particular models we will considerddréiffusive logistic type in the interior of the
patch, subject to a nonlinear condition on the boundaryepitch of the form

a(u) * grad(u).n + (la(u)) *u = 0.

Here a(u) is a non-decreasing nonnegative function of theisp density that takes values between 0 and 1
when u is between 0 and the local carrying capacity of theispemder the logistic growth law, which is
presumed to be constant on the patch. When a(u) is identicafistant, the prediction of the model is that
all nonnegative nontrivial initial species density prafikevolve to 0 in the case of extinction or to a unique
positive equilibrium profile in the case of survival. By walyomntrast, in the case when a(u) is non-constant,
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the dynamics at the scale of the patch may be more complichtgxrticular, such a(u) may mediate Allee
effects at the scale of the patch, consistent with empiresiits for the Glanville fritillary butterfly. The
models demonstrate how meso-scale effects locally at thadsry of a habitat patch may mediate macro-
scale effects on the patch as a whole.

This work is joint with Chris Cosner and Salome Martinez.

Talk by J.A. Carrillo

Some kinetic models in swarming

I will present a kinetic theory for swarming systems of iaigting, self-propelled discrete particles. Start-
ing from the particle model [11], one can construct soludiom a kinetic equation for the single particle
probability distribution function using distances betwaeeasures [10].

Moreover, | will introduce related macroscopic hydrodym@aeguations. General solutions include flocks
of constant density and fixed velocity and other non-triakphologies such as compactly supported rotat-
ing mills. The kinetic theory approach leads us to the idatiion of macroscopic structures otherwise not
recognized as solutions of the hydrodynamic equation, aaclouble mills of two superimposed flows.

| will also present and analyse the asymptotic behavior hftems of the continuous kinetic version of
flocking by Cucker and Smale [9], which describes the cdlledbehavior of an ensemble of organisms,
animals or devices. This kinetic version introduced in [is6)btained from a particle model. The large-time
behavior of the distribution in phase space is subsequstittiied by means of particle approximations and
a stability property in distances between measures. A iootis analogue of the theorems of [9] will be
shown to hold for the solutions on the kinetic model. Morecjsely, the solutions concentrate exponentially
fast their velocity to their mean while in space they will gerge towards a translational flocking solution.

The presentation is based in works in collaboration [4, 5, 6]

Talk by C. Cosner

Microscale movement and the evolution of dispersal

The dispersal of organisms is clearly a significant aspentafy ecological processes, but the evolution
of dispersal is still not well understood. In the setting @dction-advection-diffusion models and their dis-
crete analogues there is evidence that in spatially variail temporally constant environments the dispersal
strategies that are evolutionarily stable are those thawglopulations to distribute themselves to match the
distribution of their resources. Such strategies produgrifation distributions where fitness is zero every-
where (since all resources are used) and there is no net neonvetequilibrium. Those features characterize
populations that are distributed according to the ided ftistribution, where each individual locates itself
to maximize its fitness. Whether or not a diffusion process/dd from a simple random walk can support
such an ideal free dispersal strategy depends on micrasssienptions about local movement probabilities.
Classical physical diffusion as described by Ficks law casapport such strategies without additional ad-
vection terms, and in fact if dispersal strategies areiotstt to classical diffusion there is selection for lower
diffusion rates. However, changing the assumptions ab@rbostale movement can lead to diffusion models
that can support some type of ideal free dispersal. At theoswade, adding advection to classical diffusion
can achieve similar results. This talk will describe thelsas and some of their implications.

Talk by H.J. Eberl

van Leeuwenhoek’s and Hilbert's Microscopes: A spatidityctured model of biofouling

When studying microbial population and resource dynanmthematical biologists and experimental
microbiologists have traditionally focused on suspendactdrial populations. In fact, the well-developed
theory of the chemostat can be considered one of the biggestss stories in Mathematical Biology. How-
ever, it is becoming more and more accepted now that moseti@cpopulations live in fact as spatially
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structured microbial depositions on surfaces, usuallygimemus environments. These biofilms play benefi-
cial roles in environmental processes (pollution degiiadatand detrimental roles in industrial (biofouling,
biocorrosion) and medical contexts (bacterial infectjdrealth risks). In the past decade a variety of mathe-
matical models of these biofilms have been proposed, fogusidifferent aspects and time-scales of biofilm
processes and utilizing a variety of mathematical modetepts (ranging from individual based models to
cellular automata and models of continuum mechanics). \Weuds in some detail a density-dependent
diffusion-reaction model for population and resource dyita in a single-species/single-substrate biofilm
and show in some examples how this modeling concept can bie@pe more involved biofilm processes.
This model is a meso-scopic model of spatial organisati@ewwill also comment on but not present solutions
to multi-scale challenges in biofilm modeling.

Talk by R. Erban

From individual to collective behaviour of cells and animal

In this talk, we focus on two model systems: flagellated b#ctend locust nymphs. In both cases,
the individual behaviour can be described as a biased ramdiky although the nature of the bias and the
corresponding mathematical models differ. We present austifior inferring collective properties from the
individual-based models.

Flagellated bacteria are modelled as the velocity jump gssavith internal dynamics. We show that
this framework can be used for relating the coefficients ofnoscopic partial differential equations (which
describe the evolution of the density of cells) to paransatéthe intracellular signal transduction mechanism.
Moreover, we also show that the velocity jump process witlet@holic) internal variables can be used to
study travelling waves in the density of cells.

Locusts are modelled using a modified self-propelled partitodel. Systematic analysis of the experi-
mental data reveals that individual locusts appear to asg¢he randomness of their movements in response
to a loss of alignment by the group. We show how propertiesdifidual animal behaviour can be imple-
mented in the self-propelled particle model to replicae ghoup-level dynamics seen in the experimental
data.

Talk by B. Kawohl

Convex sets of constant width, or why geometry can be of iritpbrtance.

When does a steel pipe have an exactly circular cross s€ctdimen it features constant exterior width
from each angle? That could easily by verified with a big @ligr slide gauge, and this what used to happen
in the process of assembling booster rockets for the spatteshirhe authors of the corresponding manuals
had overlooked that there are geometric shapes, so-celiedfsconstant width, that are not circles. This was
a contributing factor to the Challenger disaster in 1986mintalk | will point out that these odd sets show
up in our daily life, and that there are interesting mathérahtjuestions connected with them. The talk is
directed at a general audience.

Talk by D. Kinderlehrer

Aspects of modeling transport in small systems with a loakator proteins

Motion in small live systems has many challenges. Promiesvironmental conditions are high viscosity
and warmth. It is difficult to move and maintaining a courseampromised by immersion in a highly
fluctuating bath. We discuss some possibilities for motatgins, which transduce chemical energy into
directed mechanical energy. Such nanoscale motors, likeetdional kinesin, have a role in intracellular
transport, separating the mitotic spindle, and many oteBular functions. Our approach is to formulate a
dissipation principle connected to the Monge-Kantorowass transfer problem. We show how this leads to
a system of evolution equations. We then discuss how vael@nsents of the system must be related in order
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that transport actually occur. Finally, what opporturstao these ideas offer? We examine some 'hybrid
variational problems’ and discuss unresolved issues.

Talk by P. Laurencot

Global existence and blowup for the parabolic-ellipticl&eiSegel system with nonlinear diffusion

Whether solutions to the parabolic-elliptic Keller-Segydtem with nonlinear diffusion are global or blow
up in finite time is investigated in one space dimension arsgueral space dimensions for radially symmetric
initial data. The study mainly relies on an alternative fatation of the problem and virial identities.

Talk by D. Levy

Group Dynamics in Phototaxis

Microbes live in environments that are often limiting foogith. They have evolved sophisticated mech-
anisms to sense changes in environmental parameters slightaand nutrients, after which they swim or
crawl into optimal conditions. This phenomenon is knownasmotaxis” or "phototaxis.” Using time-lapse
video microscopy we have monitored the movement of photiotbacteria, i.e., bacteria that move towards
light. These movies suggest that single cells are able teerdaectionally but at the same time, the group
dynamics is equally important. Following these observetjin this talk we will present a hierarchy of math-
ematical models for phototaxis: a stochastic model, amaoctang particle system, and a system of PDEs.
We will discuss the models, their simulations, and our thew that show how the system of PDEs can be
considered as the limit dynamics of the particle system.efparmitting, we will overview our recent results
on particle, kinetic, and fluid models for phototaxis.

This is a joint work with Devaki Bhaya (Department of PlanbBigy, Carnegie Institute), Tiago Requeijo
(Math, Stanford), and Seung-Yeal Ha (Seoul, Korea).

Talk by M. Lewis

Mathematical challenges in the modelling of biologicaldsions

Biological invaders are introduced locally, and then sgrspatially into new environments, often im-
pacting ecosystems. Models for invasions track the froraroéxpanding wave of population density. The
underlying equations are often systems of parabolic palifferential equations and related integral formu-
lations.

I will structure this talk around three challenges in thelgsia of biological invasions where mathematical
theory has provided new insight:

(i) Reid’s paradox of rapid plant migration. How were treesrgvable to migrate very quickly behind
retreating ice sheets after the last ice age?

(if) Multispecies competition paradox. Why do classicaltheanatical methods, based on linearization,
fail to predict the rate of competitive spread of one speitigsanother?

(i) Reid’s paradox in multispecies communities. Polletalindicates that secondary species can spread
very quickly into regions already occupied by a close cotitgretHow can this spread occur so quickly?

Each of these challenges will be addressed using matheahatialysis to provide insight regarding the
behaviour of the biological models. | will finish by suggestisome new mathematical challenges where
biological invasion theory and mathematical models meet.

Talk by A. Marciniak-Czochra
Hysteresis-driven pattern formation in a developmentstesy

It is becoming increasingly clear that multistability ptagn important role in cell signalling. Coupled
with the diffusion process, it may give rise to spatial paisein chemical and biological systems, such as
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Liesegang rings formed by precipitating colloids and baatgrowth patterns. Processes containing switch-
ing between different pathways or states lead to new typemttiematical models, which consist of nonlinear
partial differential equations of diffusion, transportiaeactions, coupled with dynamical systems controlling
the transitions. Diffusion tries to average differentasaind is the cause of spatio-temporal patterns. Based
on these concepts we propose a model for pattern formatiarfriesh-water polyp, hydra, a simple organ-
ism, which can be treated as a prototype for axis formatidrigher organisms. The proposed model shows
how the hysteresis in intracellular signalling may resulspatial patterning. In particular, it demonstrates
that bistability in the dynamics of the growth factor cofflirg cell differentiation explains the experimen-
tal observations on the multiple head formation in hydraicWhs not possible to describe using classical
Turing-type models. Depending on the type of nonlineat#yisnary and oscillatory patterns are found. The
model is discussed in the context of recent experimentahigsdof the Wnt and Dkk overexpression during
regeneration.

Talk by C. Schmeiser

Analysis and qualitative properties of a two-dimensiormaitciuum model for cytoskeleton dynamics in the
lamellipodium.

A recently developed continuum model for the dynamics ofitiin cytoskeleton in lamellipodia will be
presented. Itis derived from a microscopic descriptiorhefliending, polymerization and depolymerization
of individual cross-linked actin filaments taking into aooo substrate adhesion and mechanical effects of
the leading edge. The model can be seen as a generalizedgréioliv, however, equipped with a number of
peculiarities like nonconvexity of the energy functionatleof the manifold of admissible states, as well as
energy gain and loss through (de)polymerization and thielingi and breaking of cross-links and adhesions.
Aspects of the existence and numerical analysis and oftgtieéi properties of simplified model problems
will be presented (joint work with D. Oelz and N. Sfakiangkis

Talk by A. Tosin

Tumor growth by a mixture theory approach: modeling andyditall issues

Resorting to the theory of deformable porous media, we addremors as a mixture of abnormal and
healthy cells within a porous extracellular matrix (ECM}jieh is wet by a physiological extracellular fluid.
In the talk, we will focus mainly on the modeling of the mecltahinteractions between a growing tumor
and the host tissue, their influence on tumor growth, and tifaetement/detachment mechanisms between
cells and ECM. Then, by weakening the role of the extracallmatrix, we will derive a system of PDEs
describing the evolution of the cell density coupled to tlyaainics of some nutrient, e.g., oxygen, whose
higher and lower concentration levels determine proltferaor death of cells, respectively, and we will
briefly discuss some related analytical issues.

Talk by D. Wrzosek

Chemotaxis models with volume filling effect and singuldfidiion.

A quasilinear parabolic system of Keller-Segel type in wvhhicis assumed that 1) there is a critical
threshold value the density of cells cannot exceed and 2jlithesion of cells becomes singular when the
density approaches the threshold. The structure of the niecdlades recent models by Wang and Hillen
(2007) with fast diffusion and that of Lushnikov (2008) wihperdiffusion. It is proved that for some range
of parameters describing the relation between the difeuaivd the chemotactic part of a cell flux there are
global-in-time classical solutions which in some casessaparated from the threshold uniformly in time.
For the case of fast diffusion existence and uniquenesbiglveak solutions and stationary solutions are
studied. Applications of general results to particular eledre shown.
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Scientific Progress Made

Outcome of the Meeting

The vitality of the field of PDEs applied to biology and medieihas been demonstrated. Not only many
interactions are beeing developed presently, but a widetyanf PDES; of course parabolic equations are
often central in the domain but other types of PDEs are used

¢ Kinetic equations as in the various microscopic descnigtiof cell movement which are available nowa-
days (talk of N. Bournaveas and [2], talk of J. Carrillo anfj j&ork of T. Hillen and [17, 26])

e Geometrical motions and free boundary problems

o Fluid equations for tissue growth, hyperbolic equationll motion

o Gradient flows(talk of Ch. Schmeiser) and optimal transggam (talk of D. Kinderlehrer)

Also many mathematical challenges underly the full matherabstructure of many models
e From stochastic particle dynamics to macroscopic nontiagaations (talks of P. Bates, D. Levy see also
[15], R. Erban and [27])
e Blow-up, regularity in nonlinear parabolic equationsKtabf P. Laurencot, D. Wrzosek and reference [18])
and regularity vs unstability of free boundary problemsaufse of A. Friedman).
e Asymptotic methods: spike dynamics and homogenization

Mark Lewis has pointed an important aspect of mathematicébdpy. The impact of mathemtical results
can be much higher if formulated in such a way biologists catleustand and use them. He gave striking
examples in this direction.
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Organizer(s): Robert Guralnick (Univeristy of Southern California) Katifent (Univer-
sitat Munster) Cheryl Praeger (University of Western #aléa) Jan Saxl (University of
Cambridge)

Overview of the Field

The theory of permutation groups is essentially the thedigymmetry for mathematical and physical sys-
tems. It therefore has major impact in diverse areas of madkies. Twentieth-century permutation group
theory focused on the theory of finite primitive permutatgnoups, and this theory continues to become
deeper and more powerful as applications of the finite sirgpdep classification, and group representation
theory, lead to astonishingly complete classificationsasymptotic results.

Recent Developments and Open Problems

The theory of permutation groups is a classical area of aigdboriginates in the middle of the nineteenth
century, with very considerable contributions by most & thajor figures in algebra over the last two cen-
turies, including Galois, Mathieu, Jordan, Frobenius,Bide, Schur and Wielandt. In the last twenty years,
the direction of the subject has changed substantially.cldssification of finite simple groups has had many
applications, many of these through thorough investigadiorelevant permutation actions. This in turn led
to invigoration of the subject of permutation groups, witkeresting new questions arising and techniques
developed for tackling them. Interestingly, some topiassarin more than one context, forming new con-
nections. The concept of exceptionality was first suggelsijedork on covers of curves; it then appeared
independently in homogeneous factorizations of graphd,naore recently it has found applications in in-
vestigations of line-transitive linear spaces. The cohoéderangements in groups (that is, fixed-point-free
permutations) and their proportions is classical; it hgsliegtions to images of rational points for maps be-
tween curves over finite fields, in probabilistic group theamnd in investigating convergence rates of random
walks on groups. Recently a conjecture of Boston and Shaildghe proportion of derangements in simple
group actions has been settled; interestingly, this ctmjedails in the slightly more general case of almost
simple groups, through examples of exceptional actionstiomeed above. This area continues to be very
lively. The topic of fixed point ratios and minimal degreesetéments in permutation groups is classical,
going back over 100 years, but there has been significantrgsedn the last fifteen years both for finite
and algebraic groups. It has had applications in arithnadgiebraic geometry, besides leading to significant
insights in group theory — a striking example is the solutbhVielandt’s conjecture on the characterization
of subnormal subgroups. The question of base size of petimutctions is of importance in computational
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group theory as well as in the study of the graph isomorphisshlpm. Recent research has thrown much
light on the base sizes of actions of almost simple groupsitiqular. The concept of quasiprimitive per-
mutation groups is also classical, but there has been rtuerest in the subject through investigations of
groups of graphs and designs. Algebraic graph theory hadaesd greatly over the last ten to twenty years;
there are interesting connections to association schentesepresentation theory. Some of these in turn
found an application in the study of derangements mentiabede, as well in the study of random walks on
groups. Expander graphs is a fairly quickly developing faatd there are connections to permutation groups
here as well.

We now discuss some of these and related areas and recelueeats in more detail.

Permutation groups of small genus.

This area has been motivated by the well-known conjectu@uoélnick and Thompson concerning com-
position factors of monodromy groups of covers of curveswélsgenus to the Riemann sphere. The proof
of this conjecture has been recently completed, througlvtrk of a number of authors. Work on obtaining
explicit lists of composition factors in the very small gsraases continues. These methods and their refine-
ments have led to a complete classification of the monodranowygs of maps from the generic curve of genus
g > 2, greatly extending classical work of Zariski. There aratedl conjectures of Guralnick concerning
the corresponding situation in positive characteristikjolv will require considerable extension of existing
methods.

Exceptionality of permutation groups.

The concept of exceptional permutation groups arose indghtegt of investigations of exceptional poly-
nomials, which arose originally in the work of Dickson, SghDavenport, Fried and others. These are
polynomials over finite fields which induce permutations wimitely many finite extension fields. This can
be translated into a question relating orbitals of a pertrartayroup and its automorphism group. An an-
swer led to major progress in our knowledge of exceptionfrmmials in the work of Fried, Guralnick
and Saxl. As a direct consequence, new families of excegitipolynomials were discovered by Lenstra,
Zieve and others. Another application appeared in the taoemoir of Guralnick, Muller and Saxl on the
rational function analogue of a question of Schur concerpilynomials with integer coefficients which in-
duce permutations on residue fields for infinitely many penighe solution involved a substantial amount of
permutation group theory and algebraic geometry. At abdmaisame time, exceptional permutation groups
arose also in the work of Praeger and others on homogeneduosifations of complete graphs. There is a
further recent application in the study of line-transitiveear spaces.

Derangements.

According to a conjecture attributed to Boston and Shalexg is an absolute lower bound for the pro-
portion of derangements in any action of any simple perranaroup. This has been proved recently in
an impressive series of papers (and preprints) by FulmarGamdinick. An important extension, still be-
ing investigated, is distribution of derangements in theete of the permutation group in its automorphism
group. This is connected to the exceptionality conditioavah One wants to classify primitive actions in
whichmost elements in a coset are not derangements. Thislwigld information about rational maps and
maps between curves over finite fields that are close to bdjiegtilee over for arbitrarily large finite fields.

Finite and infinite geometries.

A classification of finite projective planes with automorghigroups primitive on points was obtained by
Kantor in the 80’s, as a consequence of a classification ofifive permutation groups of odd degree. This
was extended to a classification of flag transitive finitedingpaces through the work by Buekenhout and
others. Much work has been done recently on line transitiieeflinear spaces - there are some interesting
problems concerning imprimitivity. Another extension @mntly under investigation concerns flag transitive
finite polygons. One should note that the monumental recerit of Tits and Weiss on Moufang polygons,
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while concerned with the general problem, does not seermipldy much in the finite case. However,
recent work of Tent on BN-pairs and weak Moufang conditiomisagalizes many of the classification results
to the infinite situation. At the same time, model theory jeg techniques to construct (counter-) examples
showing that certain results will not generalize to the iitdicase.

In this context, also (infinite) split doubly transitive gies should be mentioned. Recent results by Segev,
de Medts, Tent, and Weiss seem to make a classification feadileast in the case of special Moufang sets.
This work will also be relevant in the classification of simlroups of finite Morley rank (which again con-
nects the topic to model theory).

Algebraic graph theory.

Successful modern applications of permutation groupsjelahic graph theory date from the late 1980'’s
with proof of the Sims’ Conjecture, breakthroughs in thessification of finite distance transitive graphs
beginning with the reduction theorem of Praeger, Saxl arkbyama, and Weiss’s non-existence proof of
finite 8-arc transitive graphs of valency greater than 2.s€havolved use of the simple group classification
and built on the theory of finite primitive permutation greaugMore recent applications required Praeger’s
development of the theory of finite quasiprimitive permiataigroups. This theory also relies heavily on the
finite simple group classification, and has been used sucdlgs® analyse even intransitive finite combi-
natorial structures such as the Giudici—-Li—Praeger thebigcally s-arc transitive graphs. In addition the
theory of amalgams and their universal completions formswmortant link between infinite graphs and their
automorphism groups on the one hand, and classificationitd finraphs by their local properties. Much of
the geometry associated with the finite simple groups has &leeidated from the study of group amalgams,
noting in particular lvanov’s geometric characterisatiéthe Monster, part of the lvanov—Spectorov classi-
fication of P-geometries an@’-geometries. Combining the amalgam approach and the qimagipe graph
approach is just beginning to pay significant dividends inunderstanding of important classes of graphs
and group actions. Returning to the finite distance tramsgraphs,a related, a slightly more general problem
concerns multiplicity free permutation actions. There Iba@sn substantial progress towards classification of
these actions. Deep character theoretical informatioroaresof these actions has been obtained by Lusztig,
Henderson and others. The character tables of the corrésgpassociation schemes have been obtained
by Bannai and his coworkers. Some of these actions have tssehhy Diaconis and others to investigate
random walks on groups.

Subgroup structure of finite simple groups.

Theory of primitive permutation groups is closely relatedite subgroup structure of finite simple groups
and their automorphism groups. There has been impressiggass in this area. For sporadic groups, the
answer is almost complete. For alternating groups, thetiquesf maximality was settled in the late eighties
through the work of Liebeck, Praeger and Saxl on maximabfétions of almost simple groups. This
reduces the question to classification of maximal subgrofigsaller almost simple groups. For classical
groups, Aschbacher’s theorem focuses attention on mockepaesentations of almost simple groups; there
remain also some questions of non-maximality, currentlyaunvestigation. There is some beautiful recent
work of Kleshchev and Tiep using very deep ideas in modulpresentation theory, Hecke algebras and
guantum groups. There has been impressive progress in derstanding of subgroup structure of excep-
tional groups, through the work of Liebeck and Seitz. Thidasely linked to subgroup structure of algebraic
groups over algebraically closed fields in positive chanastic.

Understanding the maximal subgroups is just the first (bot eportant) part of understanding the lat-
tice of subgroups. One basic question is a conjecture ofé&puiln the contractibility of the subgroup lattice
of p-subgroups (the conjecture is that this is the case if anglibthere is a nontrivial normgb-subgroup).
Another is the question of whether every finite lattice caeimdedded in a subgroup lattice of a finite group.
This has come up in logic and Banach space theory. There leascoasiderable progress through the work
of Aschbacher, Shareshian, and others.

Infinite permutation groups and model theory
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Over the last years there have also been major developmenfaiite permutation group theory. One as-
pect here is the interaction between permutation grougyheombinatorics, model theory, and descriptive
set theory, typically in the investigation of first orderatbnal structures with rich automorphism groups.
The connections between these fields are seen most cleaggrimutation groups on countably infinite sets
which are closed (in the topology of pointwise convergereeg) oligomorphic (that is, have finitely many
orbits onk-tuples for allk); these are exactly the automorphism groups-afategorical structures, that is,
first order structures determined up to isomorphism (amaugiable structures) by their first order theory.
Here it seems that many new classes of simple groups mighirstracted as automorphism groups of such
structures. This is particularly interesting when thectntes resemble classical objects like projective planes
over fields or the like.

Themes of current activity here include the following.

(a) The use of group theoretic means (O’Nan-Scott, Aschéractescription of maximal subgroups of
classical groups, representation theory) to obtain strattesults for model-theoretically important classes
(totally categorical structures, or much more generaltypsthly approximable structures, finite covers of
well-understood structures).

(b) Enumeration and growth rates questions for certairgartsequences associated with oligomorphic
groups (e.g. counting the number of orbits on ordered orderedk-sets — combinatorially well-known
sequences frequently arise).

(c) Reconstruction of a first order structure (up to isoma@ph up to having the same orbits on finite
sequences, up to ’'bi-interpretability’) from its autombigm group (typically, presented as an abstract group.
Partially successful techniques here include the deganipf subgroup of the automorphism group of count-
able index (the ‘small index property’), and first order mpieetation of the structure in its automorphism
group.

(d) Properties which the full symmetric grojpon a countable set shares with various other closed oligo-
morphic groups. We have in mind such properties as: comgesteription of the normal subgroup structure;
uncountable cofinality (that is, the group is not the uniomafountable chain of proper subgroups); exis-
tence of a conjugacy class which is dense in the automorpirisup, or, better, comeagre (or better still, the
condition of ‘ample homogeneous generic automorphisntisd;Bergman property for a group (a recently
investigated property of certain groups which state that it7 is generated by a subs&t then there is a
natural number. such that any element @f is expressible as a word of length at mash S U S—1); the
small index property. Several of these themes have beeeadiimkrecent work of Kechris and Rosendahl
motivated partly by descriptive set theory. A closely rethissue here is the ‘extension property’ for a class
C of finite relational structures, which stated that/ife C' thenU embeds in som& < C such that every
partial isomorphism between substructurdsa#xtends to an automorphism Bt this condition, proved for
graphs by Hrushovski, has connections to the topology oeeadgroup, and to automata theory and issues on
the theoretical computer science/finite model theory borde

Presentation Highlights

The quality of the participants at the conference and theisgntations was quite remarkable. Speakers
included Michael Aschbacher, Persi Diaconis and Alex LakpntA number of participants reported that this
was one of the best (in fact, the best) conferences they rexchtended.

Aschbacher and Shareshian reported on their joint work tasaliattices of the subgroup lattice of a
finite group. The basic (still open) question is whether g\arite lattice can be embedded as a sublattice
of the subgroup lattice of some finite group. This origina@me up in the theory of Banach algebras. A
natural problem in that context translates precisely ts pinoblem. It is also relevant to problems in logic.
It seems pretty clear that this is not the case (and indeed finde lattices should not be embeddable in a
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subgroup lattice of a finite group), but even for fairly simpdttices, this cannot be shown yet. Aschbacher
has developed a theory which reduces the problem to varioestigns about almost simple groups (not
just about the sublattices of the simple groups but othepgnt@s). This is an amazing insight. Using the
classification of finite simple groups, Aschbacher and Saa@ hope to settle the problem. A partial result
now exists for alternating groups.

Lucchini gave a related talk about simplicial complex agsed to the coset poset of classical groups.

Lubotzky reported on recent joint work with Guralnick, Kantand Kassabov about presentations of
finite simple groups. Given the nature of the conferencepheded on the case of alternating and symmetric
groups. The main result is thatd is a simple Chevalley group of rankover a field of size;, thenG
has a presentation with an absolutely bounded number ofrgmg and relations with the length of the
presentatio® (log n + log ¢) which is essentially best possible. There is one possibléyaf exceptions —
there are no know bounded presentations of the grétip&32++! (it is not expected to be a counterexample).
This result applies to alternating and symmetric groupsibwing them as Chevalley groups over the field
of size1 (as suggested by Tits). For symmetric and alternating groapother result is that they have
presentations witl3 generators and relations (or2 generators and relations). It had not been widely
believed that simple groups had bounded presentationsthancelated result is getting bounds on second
cohomology groups. Here the resultis: &be a finite group an®” an irreducible faithfuty-module. Then

dim H*(G,V) < (18.5) dim V.

Itis likely the 18.5 can be further reduced tg'2. This answers a conjecture of Holt from about 15 years ago.

Liebeck talked about another classical problem. Whicigie groups surject onto groups of Lie type?
Recall a triangle group of typér, s,t) is the group generated b elementse, y, z such thatryz = 1
andz” = y* = 2! = 1. These come up in geometry in many ways. The special case oft) =
(2,3,7) are known as Hurwitz groups and come as automorphism grdigenosg Riemann surfaces with
automorphism groups of maximal cardinality84(g — 1) with g > 1 (this cannot occur whep = 2, the
smallest case ig = 3 — a surface discovered by Klein).

Diaconis gave a beautiful lecture about Gelfand pairs &laes subgroups df of G such that the permu-
ation moduleC% is multiplicity free (equivalently the endomorphism rinfytbat module is commutative).
There are analogs of these problems for Lie groups as weik.i§la classic topic studied by quite a number
of people. Recently, there has been considerable interestdther aspect of this — absolutely multiplicity
free groups (i.e., every irreducible representatiorzofestricted toH is multiplicity free or dually every
irreducible representation @f induced toG is multiplicity free).

Seitz talked about his recent work with Liebeck on the cfasgion of unipotent conjugacy classes in
simple algebraic groups and various applications. Thistigpé of central impiortance, which has been
widely studied over forty years. While there is extensiverfiture on the subject, the Liebeck-Seitz works
really cleans up the subject. This work has applicationgtopitation groups — especially involving problems
on fixed point ratios. He also gave some nice consequencegxdmple, showing that every unipotent class
is rational in a semisimple algebraic group.

de Medts talked about a generalization of Tits method fovipigpcertain groups are simple. He consid-
ered automorphism groups of locally finite trees.

Guiudici and Seress gave talks about classical problem&imuytation group theory3(2-transitive
groups and orbit equivalent permutation groups).

Van Bon reported on his work with Stroth on locally finite, &g s-arc transitive graphs, and in particular
their bounds < 9 for those graphs with all vertices of valency at least 3. thsuout happily, that an
exceptional amalgam their work uncovered had been alreddieased by construction of an infinite family
of examples in the Giudici—Li—-Praeger’s global approacinthier evidence of the confluence of these too
approaches.

Peter Cameron, Peter Neumann and Ben Steinberg gave & tafdgctures about various aspects of
the exciting new area of synchronising groups and theiriegjibns to the theory of finite automata, and to
combinatorics.

Reichstein gave a talk about essential dimension and giteegry. Essential dimension is a classical
subject which has had a resurgence in the past decade (jlyitheough work of Reichstein).

Segev talked about the abelian root groups conjecture fwiapMoufang sets, another important area
where huge amount of progress has been made recently. Thed &bout recent work on the irreducibility
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of representations on subgroups. This is a very importamigbghe maximal subgroup problem. It involves
deep representation as well as recent work on Hecke algebras
Rob Wilson gave a talk on his new way of describing variouseftivisted exceptional groups.

Scientific Progress and Outcome of the Meeting

The aim of this workshop was to bring together leading redess in these related areas as well as those
whose research centers on permutation groups. A very ssfotegrkshop at Oberwolfach was recently
organized on this topic (August 2007) by the same organiZédrs range of talks and the results discussed at
both conferences were very impressive. The diversity @ragts of the participants was rather remarkable.
What was even more impressive was the range of discussidriaborations started and continued during
the conferences. It made clear the importance of having siegtings on a regular basis. There were also a
fair number of postdocs, women and graduate students.

The Ree groups of typ@'s are the one open case in the theorem about bounded gendaoattba non-
abelian finite simple groups (by Guralnick, Lubotzky, etthit Alex Lubotzky spoke about in his lecture.
Tom De Medts and Richard Weiss, had been working on this case¥eral months. They gained important
new insights from Akos Seress (who has been working on thelgmofor many years). Even though the
problem is still unsolved, it seems no longer out of reacl,the three are now collaborating on it.

De Medts began work with Richard Weiss on Moufang quadrangfieypeEs mentioned during Weiss’s
talk. Even though de Medts was already well aware of the itambrquestion of trying to find an "ex-
ceptional” invariant algebraic structure in the spirit bétclassical pseudo-quadratic spaces that arise from
Moufang quadrangles of typg; and E;, it was Weiss'’s lecture that inspired this collaboratiohe¥ believe
they have indeed discovered a new invariant 32-dimensadgabraic structure, and are working hard to pin
it down. This would be a significant step toward solving thrgéa problem.

Donna Testerman spent a lot of time on a ‘book in preparatiatii Gunter Malle. She also laid foun-
dations for a joint project with Tim Burness on irreduciblateeddings of algebraic groups, to be pursued
during a visit by Burness in September.

Several questions that Reichstein asked about repreisastaf p-groups were answered by Rob Wilson
and Chris Parker.

Peter Neumann suggested an approach to the solution of &pram torsion-free uniquely divisible
groups raised by Yoav Segev; he was able to answer a quesitart the number of non-synchronizing
degrees of a primitive permutation groups raised by Petarean, and was stimulated by that question to
formulate a very strong conjecture about synchronizingigeuaps. Csaba Schneider provided solutions to
two of questions of Peter Neumann about primitive groupdfafetype as synchronizing groups.

We are pleased to report numerous comments made by pantigifet this was the best workshop they
had ever attended. Quoting a participant, ‘lively, congime and informative public discussion [followed]
nearly every lecture, and discussion continued long dfiefdrmal sessions were over’. This was partly due
to the wonderful BIRS facilities. We thank the BIRS for thepoptunity to hold such a wonderful meeting at
their stunning research facility. Many participants alsmenented on the BIRS staff and how helpful they
were. The organizers in particular are very grateful fottedl help received. In particular, the administrator
Brenda Williams is singled out for her help both before andrdpthe meeting.
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Chapter 14

Applications of Matroid Theory and
Combinatorial Optimization to
Information and Coding Theory
(09w5103)

Aug 2 - Aug 7, 2009

Organizer(s): Navin Kashyap (Queens University), Pascal Vontobel (Hevirackard
Laboratories), Emina Soljanin (Alcatel-Lucent Bell-Labs

The aim of this workshop was to bring together experts andestts from pure and applied mathematics,
computer science, and engineering, who are working onelptoblems in the areas of matroid theory,
combinatorial optimization, coding theory, secret shgrimetwork coding, and information inequalities. The
goal was to foster exchange of mathematical ideas and toatisén help tackle some of the open problems
of central importance in coding theory, secret sharing,r@td/ork coding, and at the same time, to get pure
mathematicians and computer scientists to be interestéteikind of problems that arise in these applied
fields.

Introduction

Matroids are structures that abstract certain fundamentgderties of dependence common to graphs and
vector spaces. The theory of matroids has its origins inlgttagory and linear algebra, and its most successful
applications in the past have been in the areas of combiabbtmtimization and network theory. Recently,
however, there has been a flurry of new applications of tresihin the fields of information and coding
theory.

It is only natural to expect matroid theory to have an inflleean the theory of error-correcting codes, as
matrices over finite fields are objects of fundamental imgooee in both these areas of mathematics. Indeed,
as far back as 1976, Greene [7] (re-)derived the MacWilliatastities — which relate the Hamming weight
enumerators of a linear code and its dual — as special casas ioentity for the Tutte polynomial of a
matroid. However, aside from such use of tools from matro@bty to re-derive results in coding theory that
had already been proved by other means, each field has hatsmgiy little impact on the other, until very
recently.

Matroid-theoretic methods are now starting to play an ingarrole in the understanding of decoding
algorithms for error-correcting codes. In a parallel andéddy unrelated development, ideas from matroid
theory are also finding other novel applications within thedaler realm of information theory. Specifically,
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they are being applied to explore the fundamental limitseafst sharing schemes and network coding, and
also to gain an understanding of information inequaliti¥s.outline some of these recent developments next.

Background and Recent Developments

Our workshop covered four major areas within the realm obrimfation theory — coding theory, secret
sharing, network coding, and information inequalities —iakhhave seen a recent influx of ideas from
matroid theory and combinatorial optimization. We briefigaliss the applications of such ideas in each of
these areas in turn.

Coding Theory

The serious study of (channel) coding theory started withnBbn’s monumental 1948 paper [9]. Shannon
stated the result that reliable communication is possiblat@s up to channel capacity, meaning that for
any desired symbol or block error probability there existhannel code and a decoding algorithm that can
achieve this symbol or block error probability as long as e of the channel code is smaller than the
channel capacity. On the other hand, Shannon showed tlinat ifite is larger than capacity, the symbol and
the block error probability must be bounded away from zero.

Unfortunately, the proof of the above achievability ressilhonconstructive, meaning that it shoarsly
the existencef such channel codes and decoding algorithms. Therefioies the appearance of Shannon’s
theorem, the quest has been on to find codes with practicadarg and decoding algorithms that fulfill
Shannon’s promise.

The codes and decoding schemes that people have come uawithaadly be classified into two classes:
“traditional schemes” and “modern schemes.” In “tradiibschemes,” codes were proposed that have some
desirable properties like large minimum Hamming distarcyfical example of such codes being the Reed-
Solomon codes). However, given a code, it was usually untiea to decode it efficiently. Often it took
quite some time until such a decoding algorithm was foungl (the Berlekamp-Massey decoding algorithm
for Reed-Solomon codes), if at all. In “modern schemes,sthetion is reversed: given an iterative decoding
algorithm like the sum-product algorithm, the questionimtwcodes work well together with such an iterative
decoding algorithm.

“Modern schemes” took off with the seminal paper by Berrolguizu, and Thitimajshima in 1993 on
turbo coding schemes [2]. Actually, codes and decodingrdlgo in the spirit of “modern schemes” were
already described in the early 1960s by Gallager in his Rhd3is [5]. However, these schemes were, besides
the work by Zyablov, Pinkser, and Tanner in the 1970s and 4,98@ely forgotten until the mid-1990s. Only
then people started to appreciate Gallager’s revolutioapproach to coding theory.

Gallager proposed to define codes in terms of graphs. Suphgeae now known as Tanner graphs: they
are bipartite graphs where one class of vertices corregaoncbdeword symbols and where the other class
of vertices corresponds to parity-checks that are imposetth® adjacent codeword symbols. Decoding is
then based on repeatedly sending messages with estimateaistiad value of the codeword symbols along
edges, and to locally process these messages at verticedeinto produce new messages that are again
sent along the edges. Especially for sparse Tanner graphieshlting decoding algorithms have very low
implementation complexity.

In the last fifteen years, Tanner graphs and iterative dagoalgorithms have been generalized to fac-
tor graphs and algorithms operating on them, and many cdionsdo techniques in statistical mechanics,
graphical models, artificial intelligence, and combingtboptimization were uncovered. The workshop talk
by Kashyap (see Section 14) surveyed the connection bete@aplexity measures for graphical models
for a code and the treewidth (and other width parameterg)eassociated matroid. On the other hand, the
workshop talks by Wainwright and Vontobel (see Section tpleasized the connections between message-
passing iterative decoding of codes and certain techniffoes combinatorial optimization. In particular,
they discussed the linear programming decoder by Feldmamwyght, and Karger [4], which is a low-
complexity relaxation of an integer linear programmingnfiotation of the maximum likelihood decoder.
This linear programming decoder (and its variations) hagg#he way for the use of tools from combinato-
rial optimization and matroids in the design and analysidexfoding algorithms.
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Secret Sharing

The second major application of matroid-theoretic ideas\e mention here is with respect to secret-sharing
schemes. A secret-sharing scheme is a method to distribatesof a secret value among a certain number
of participants such thafualifiedsubsets of participants (e.g., subsets of a certain sineecaver the secret
from their joint shares, buinqualifiedsubsets of participants can obtain no information whatsoatout

the secret by pooling together their shares. Secret-ghscimemes were originally motivated by the problem
of secure storage of cryptographic keys, but have sincedfoumerous other applications in cryptography
and distributed computing.

It is not difficult to show that in a secret-sharing scheme,dize of each of the shares cannot be smaller
than the size (information content) of the secret value.idgal secret-sharing scheme is one in which all
shares have the same size as the secret value. More gertbrifijormation rateof a secret-sharing scheme
is the ratio of the size of the secret to the maximum share size

In a secret-sharing scheme, the collection of qualifiedestishisf participants is called tlaEcess structure
of the scheme. It is known that for any monotone increasirgction, I", of subsets of a finite set, one
can define a secret-sharing scheme with access structufbeinformation ratep(T") is defined to be the
supremum of information rates among all secret-sharingreels having access structtitel is said to be
anideal access structuré it admits an ideal secret-sharing scheme.

Brickell and Davenport [3] began a line of work relating itlsecret-sharing schemes to matroids. They
showed that any ideal access structure is induced by a rdatr@i very specific sense. However, it is also
known that not every matroid gives rise to an ideal accesststre; for example, the access structures induced
by the Vamos matroid are not ideal. Characterizing the ondgrthat give rise to ideal access structures has
remained an open problem.

There has been some very recent work on computing the inf@maates of non-ideal access structures
using polymatroid techniques, linear programming, and8bannon information inequalities. For example,
it has been shown that for any access struciuirduced by the Vamos matroig(T") < 19/21, which
shows that such access structures are far from being ideé&, 8nd other related results, were surveyed in
the workshop talks by Padr6 and Beimel (see Section 14).

Secret-sharing schemes have also been received some agfesiion in the quantum domain, a topic
covered in the workshop talk by Sarvepalli (see Section 14).

Network Coding

Another novel application of matroid theory and combinetayptimization within the realm of information
theory is in the area of network coding [10]. Network codia@n elegant technique introduced at the turn
of the millennium to improve network throughput and perfamoe. Since then, it has attracted significant
interest from diverse scientific communities of engineesmnputer scientists, and mathematicians in both
academia and industry. This workshop explored connecti@tween network coding and combinatorial
optimization, matroids, and non-Shannon inequalities.

The area started when the simple but far reaching obsematis made that in communication networks,
(unlike in their transportation or fluid counterparts),alstreams that are separately produced and consumed
do not necessarily need to be kept disjoint while they anesparted throughout the network [1]. (At the
network layer, for example, nodes can perform binary aolditf independent bit-streams.) Schemes that
employ processing at network nodes of incoming independiatat (as opposed to only forwarding) are re-
ferred to as network coding. Naturally, the throughput echble by network coding is in general higher
than what can be achieved by schemes that allow only forwgrdiertain standard problems in combinato-
rial optimization have been crucial in understanding theeptial benefits of network coding. Charikar and
Agraval as well as Chekuri, Fragouli, and Soljanin chardzte the benefits for certain traffic scenarios and
throughput measures, as discussed by Chekuri in his wopksiio(see Section 14).

Mathematically, data streams carried by network edgesraateid as sequences of symbols which are
elements over some finite field. Network nodes map the incgminitiple data streams into a single stream in
a possibly different way for each of its outgoing edges. Toe & to choose these maps in way that will allow
the intended receivers to recover the original informatiorthe simplest case of network multi-cast (one in
which the source aims at communicating the same informati@nset of receivers), it is sufficient that the
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nodes forward linear combinations of the incoming symbble coefficients in these linear combinations can
even be chosen uniformly at random from a sufficiently largififield. In more complex traffic scenarios,
such linear network coding is not sufficient, and matroideet@een instrumental in demonstrating this fact. In
a series of recent papers, Dougherty, Freiling, and Zegeedaout an exploration of the fundamental limits
of network coding. They used matroids to systematicallystartt various networks that demonstrated, for
example, the insufficiency of linear network coding and thechievability of network coding capacity. A
survey of these results was given by Sprintson in his workshlk (see Section 14).

Finally, network coding problems give certain operatianabning to non-Shannon information inequali-
ties. Raymond Yeung, one of the inventors/pioneers in bahsbelieves that implications of non-Shannon-
type inequalities in information theory will be finally undéood in the context of network coding. He
declared in his talk that “Every constraint on the entropycfion is useful in some multi-source network
coding problems!” These and other applications of non-8barinformation inequalities, as well as the
fundamentals, were addressed in a separate session of tk&hap.

Information inequalities

As mentioned above, non-Shannoninformation inequaliliga key role in computing the information rates
of non-ideal secret-sharing access structures. Furtherrtige results of Dougherst al. in the context of
network coding also make heavy use of these inequalitieshifly give some background on information
inequalities here. The workshop talks of Yeung, Mati& Bougherty (see Section 14) contain a more
comprehensive survey of this topic.

Constraints on the entropy function are sometimes reféoed the laws of information theory. It has
been known for a long time that the entropy function mussfathe polymatroid inequalities (non-negativity,
monotonicity, and submodularity), and indeed, that theseeguivalent to the non-negativity of the Shan-
non information measures. Inequalities that are impliedhgypolymatroid inequalities are referred to as
Shannon-type inequalitie&ntil recently, Shannon-type inequalities were the omigwn linear constraints
on the entropy function.

A non-Shannon-type inequaliiy a constraint on the entropy function which is not impligdtive poly-
matroid inequalities. In the late 1990s, the discovery @ag$uch inequalities, starting with the Zhang-Yeung
inequality [11], revealed that Shannon-type inequalitilesie do not constitute a complete set of constraints
on the entropy function.

Linear information inequalities correspond to the suppgrhyperplanes of the closed convex C(Tﬁ@
obtained by taking the closure of the set of entropy vectefidd by N random variables. By virtue of the
fact that entropy vectors satisfy the polymatroid inediesj the cond_“*N is a subset of the closed convex
conel' y defined by the polymatroid inequalities. It is a fact tﬁéﬁ =TIy for N <3, butff\, C I'y for
N > 4. Infact, MatU5 has shown that foF > 4, T*N is not even polyhedrai.e., it cannot be characterized by
finitely many linear inequalities. This means that thereiafiaitely many distinct non-Shannon inequalities
satisfied by entropy vectors defined By> 4 random variables. Mat(5's study of the com_ﬁsalso involves
the use of matroid methods in a non-trivial way.

Presentation Highlights

We provide here brief descriptions of the talks presentedeatvorkshop. Slides from most of the talks are
available online aht t p: / / robson. bi rs. ca/ ~09w5103/ .

James Oxleykicked off the workshop with a tutorial on matroid theorystlk introduced the most com-
mon ways to define matroids and then presented some fundalregatmples, some basic constructions, and
some of the main theorems of the subject. A more thorougbdniction to matroids is contained in the survey
paper “What is a matroid?” availablefat t p: / / www. mat h. | su. edu/ ~ox| ey/ survey4. pdf.

Coding theory

Oxley’s tutorial was followed by a day-long session, cotirsgsof four talks, focusing on the use of matroid
theory and combinatorial optimization in coding theory.
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Navin Kashyap gave an overview of the applications of matroid methods ® gtudy of graphical
models for codes, and to the analysis of decoding methods asithe sum-product algorithm and linear-
programming decoding. Among the topics covered were th@tisede/matroid decomposition techniques,
and various “width” parameters (treewidth, branchwidggaciated with graphs and matroids, in the analysis
of graphical models and decoding algorithms for linear sode

Martin Wainwright 's talk began with an overview of the various hierarchiesraar programming (LP)
relaxations, as well as related conic programming relarat{e.g., SOCP and SDP), that can be applied to
a given integer program. It then went to cover their on-g@pglications in coding theory and other areas
of applied mathematics, and the connection between suchrbiges and the hypergraph defined by the
underlying integer program. He also described some linksdoen these relaxations, and various types of
“message-passing” algorithms that are widely used in comication theory as well as many other domains
(e.g., statistical physics, computer vision, machineriggy, computational biology).

Pascal Vontobelfocused on pseudo-codewords, i.e., certain non-zerddradtvectors that play an im-
portant role in the performance characterization of iteeatnessage-passing decoders as well as linear pro-
gramming decoding. This is in contrast to classical codmepty where decoding algorithms are mostly
characterized by non-zero codewords. The talk gave an @vewf results about pseudo-codewords and
their influence on message-passing iterative decodingiardrlprogramming decoding. The topics that
were covered included: pseudo-codewords for cycle codeshair relationship to the graph zeta function;
pseudo-codewords for finite-geometry-based codes; pseadiewvords obtained by canonical completion,
and how they upper bound the performance of linear programgaecoding; the influence of redundant rows
in the parity-check matrix on the set of pseudo-codewotus;relationship of pseudo-codewords to other
concepts like stopping sets, near-codewords, trappisg @et absorbing sets.

The final talk in the coding theory session was giveThpmas Britz, who presented a brief overview on
what is presently known about the support and weight commesbetween coding and matroid theory, and
gave applications of these connections to coding and glreguiry. The newest results included an interesting
variation of the Tutte polynomial as well as an interestingdver-evolving dual identity.

The Matroid Minors Project

The morning of the second day of the workshop was devotedetdtiditroid Minors Project of Jim Geelen,
Bert Gerards, and Geoff Whittle. This project aims to ext#edresults and techniques of the Graph Minors
Project of Robertson and Seymour (geg.[8]) to matrices and matroids. One of the main goals of trestk

is to describe precisely the structure of minor-closedsga®f matroids representable over finite fields. This
requires a peculiar synthesis of graphs, topology, connggtand algebra. In addition to proving several
long-standing conjectures in the area, the structure yhisaxpected to help find efficient algorithms for a
general class of problems on matrices and graphs [6].

Bert Gerards presented an overview of the structure theorem (whose praojust recently been com-
pleted by Geelen, Gerards and Whittle) for minor-closeds#a of binary matroids. This theorem is a major
milestone of the Matroid Minors Project. One important ifogtion of this theorem is that every minor-
closed class of binary matroids is characterized by a fiet®@texcluded minors.

Jim Geelenfollowed Gerards’ talk by surveying some of the applicasiofithe binary matroids structure
theorem. It follows from the theorem that there existsHmn") algorithm for testing am-element binary
matroid for the presence of a fixed minor. An applicationiperit to coding theory is the interesting result
that proper minor-closed families of binary linear codearea be asymptotically good. Geelen further
presented some open problems concerning minor-closeskslas binary matroids.

Secret sharing

The theme for the afternoon session on the second day wast-skaring schemes. In a secret-sharing
scheme, a secret value is distributed into shares amongad getticipants in such a way that the qualified
subsets of participants can recover the secret value, tigileon-qualified ones do not obtain any information
about it. In this situation, the size of every share is attld@ssize of the secret. If all shares have the same
size as the secret, which is the best possible situationsgheme is said to be ideal. Only a few access
structures admit an ideal secret sharing scheme. In gepeaials interested in finding schemes with optimal



128 Five-day Workshop Reports

share length for every given access structure. This is adliffproblem that has attracted the attention of
many researchers.

Carles Padro discussed several methods to find upper and lower boundseoshtire length. He pre-
sented the most important results and techniques that hese dbtained about this open problem from
combinatorics, specially from the use of matroids and palyoids. He also discussed some combinatorial
techniques to construct efficient linear secret sharingses.

Amos Beimel in a talk based on joint works with Noam Livne, Carles Padrad llan Orlov, presented
the use of non-Shannon information inequalities for prgdmwer bounds on the size of shares in secret-
sharing schemes. He described two results:

1. A proof, using non-Shannon information inequalities,l@fier bounds on the size of the
shares in every secret-sharing scheme realizing an actestuse induced by the Vamos
matroid. This is the first result showing the existence of areas structure induced by a
matroid which is not nearly ideal.

2. A proof of the fact that all the information inequalitiesdwn to date cannot yield a lower
bound ofQ2(n) on the share size.

Pradeep Kiran Sarvepalli talked about the applications of matroids quantum seceetralp, which deals
with the problem of distribution of a quantum state amenglayers so that only authorized players can
reconstruct the secret. He presented the first steps towaratraidal characterization of quantum secret-
sharing schemes. This characterization allows one to karisfficient schemes from self-dual matroids
that are coordinatizable over a finite field. In the processalso provided a connection between a class of
guantum stabilizer codes and secret-sharing schemes.

Sarvepalli also briefly surveyed the use of matroids in quantomputation and quantum cryptography.
He reviewed a recent work by Shepherd and Bremner which sléat even restricted models of quan-
tum computation, such as those consisting of abelian gaitesrise to probability distributions that cannot
be sampled efficiently by a classical computer. He sketchenl arguments that use the theory of binary
matroids to substantiate their claim.

Sarvepalli also considered an open problem related to &ssification of a class of quantum states called
the stabilizer states. A restricted version is to classigyequivalence classes of a subclass of stabilizer states
(namely, the CSS states) under the action of the local yrgtaup and a subgroup of the local unitary group,
called the local Clifford group. Specifically, the problesto find necessary and sufficient conditions for
when a CSS stabilizer state has distinct equivalence dasSarvepalli showed that CSS stabilizer states
whose equivalence classes are distinct must arise frommybmatroids which are neither graphic nor co-
graphic. In doing so, he arrived at a class of minor-closetloids whose excluded minors have not yet been
characterized.

Network Coding

Network coding was the theme for the third day of the workshepen a tutorial and two survey talks
were given, followed by a presentation of an open problemwibik coding was also discussed on the two
following days in connection with non-Shannon inequaditisome recent results in wireless networks, and
general hardness to find a network coding scheme that ashi@vapproximately achieves, capacity.

Emina Soljanin gave a tutorial talk on coding for network multicast (sinamkously transmitting the
same information to multiple receivers in the network). ®kplained sufficient and necessary conditions
that the network has to satisfy to be able to support the oadtiat a certain rate. For the case of unicast
(when only one receiver at the time uses the network), suolditons have been known for the past fifty
years, and, clearly, we must require that they hold for eacieiver participating in the multicast. The
fascinating fact that the main network coding theorem lwiisgthat the conditions necessary and sufficient
for unicast at a certain rate to each receiver are also rexgeasd sufficient for multicast at the same rate,
provided the intermediate network nodes are allowed to ¢oednd process different information streams.

Chandra Chekuri surveyed results that seek to understand the potentiafib&me network coding
offers over more traditional and simpler transmission sud®such as store and forward routing. This was
examined by asking the following question: what is the maxmratio (over all networks) between the
rate achievable via network coding and via routing? He igstt his attention to the wireline setting. This
guestion has been answered to a large extent in the mulsietistg in both undirected and directed graphs.
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In the multiple unicast setting, the benefit is known to be/\@rge in some directed graph instances while the
case of undirected graphs is wide open. Combinatorial apgition plays an important role in understanding
this question. Steiner-tree packings and integrality gdgisear programming relaxations for Steiner trees
are the key tools in the multicast setting. Multicommodityficut gaps play a role in the multiple unicast
setting.

In his talk, Alex Sprintson gave an extensive survey of connections between matroahtrend net-
work coding. He presented two ways of constructing new eklas$ coding networks from matroids. These
constructions are instrumental for establishing sevengbirtant properties of coding networks, such as in-
sufficiency of scalar and vector linear network coding aratiievability of network coding capacity. He
also explained the recently introduced problem of indexropdand pointed out its role as an intermediate
step from a given matroid to a network whose dependencyiorkasatisfy the given matroidal constraints.
He presented recent results in this research area andezlitlirections for future work.

The final talk of the session was given Bandall Dougherty, who outlined an approach that, if two
proof-holes in it can be filled or worked around, will yield eopf that the solvability problem for network
coding is undecidable. The idea was to try to represent gr@agisfying or not satisfying identities as
networks, in order to reduce Rhodes’ problem on finite grdapke network coding solvability problem.

Information inequalities

The penultimate day of the workshop was the last “themed’, ttay theme this time being information
inequalities. Information inequalities are inequalitieat must be satisfied by entropies of random variables.
Raymond Yeunds tutorial talk gave the necessary background on inforomeithequalities. It is well-

known that the entropy function must satisfy the polymatabaxioms. All information inequalities implied
by the polymatroidal axioms are called Shannon-type inktigg In 1998, Zhang and Yeung discovered
a non-Shannon-type inequality, an information inequadligt is independent of the polymatroidal axioms.
Since then, many more such inequalities have been foundc@mukections between the entropy function
and a number of fields in information science, mathematitd pdnysics have been established. Yeung gave
several examples of such connections to the fields of prbtyathieory, network coding, combinatorics,
group theory, Kolmogorov complexity, matrix theory, andagtum information theory.

Frantisek Mat(s considered the problem of characterizing the closed cﬁﬁe,formed by taking the
closure of the set of entropic points @vi random variables. He showed that this cone is not polyhedral
meaning that it cannot be characterized by finitely manyalineequalities, if and only ifV > 4. He also
discussed the problem of determining which matroids Iieh'wif*N, and mentioned that it remains an open
problem to identify the excluded minors for this class offiakt entropic” matroids.

The third talk of this session was given Bydreas Winter, and was mainly based on a joint paper
with N. Linden on quantum (van Neumann) entropy inequalititippenger has initiated the generalization
of the programme to find all the “laws of information theorg’quantum entropy. The standard quantum
information inequalities derive from strong subaddifni®SA), which corresponds to the third polymatroidal
axiom. SSA of the von Neumann entropy, proved in 1973 by Lieth Ruskai (who was present at the
workshop), is a cornerstone of quantum information thedty.other known inequalities for entropies of
guantum systems may be derived from it. In his talk, Wint@vpd a new inequality for the von Neumann
entropy which is independent of strong subadditivity: i@is inequality which is true for any four party
guantum state, provided that it satisfies three linearioglatconstraints) on the entropies of certain reduced
states. He also discussed the possibility of finding an ustcaimed inequality (work with N. Linden and
B. Ibinson).

Randall Dougherty gave his second talk of the workshop in this session, tHidiihg on non-Shannon-
type information inequalities and linear rank inequatitiéle first gave an alternate proof of Zhang and Ye-
ung’s non-Shannon-type inequality in four random variabl&ghang and Yeung’s original proof used the
technique of adding two auxiliary variables with specialerties and then applying Shannon-type inequali-
ties to the enlarged list. Dougherty presented a derivatidhis inequality by adding just one auxiliary vari-
able. He then used the same basic technique of adding ayxibaiables to give many other non-Shannon
inequalities in four variables (which, surprisingly, ateodithe same general form). He also derived rules for
generating new non-Shannon inequalities from old ones;lwtén be applied iteratively to generate infinite
families of inequalities such as the one used by Matls ¢éwghat the coné?fl is not polyhedral.
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Dougherty further showed how a variant of this approachn@si different sort of auxiliary variable)
allowed one to derive inequalities which always hold forksof linear subspaces, but need not hold for
entropies of random variables. It is known that the Ingletmyuality and the Shannon inequalities give a
complete list of the rank inequalities for four variablesk{spaces). Dougherty derived a list of 24 additional
inequalities in five variables which, together with the Stam inequalities and instances of the Ingleton
inequality, are complete for rank inequalities on five s#egs. He also gave general many-variable families
of rank inequalities.

Short talk sessions

The remaining sessions of the workshop consisted of shiég tm several different topics related to the
overall theme of the workshop.

Alex Grant presented his work with Terence Chan on quasi-uniform caddsheir applications. Quasi-
uniform random variables have probability distributiohattare uniform over their support. They are of
fundamental interest because a linear information inetyualvalid if and only if it is satisfied by all quasi-
uniform random variables. In his talk, Grant investigatedperties of codes induced by quasi-uniform
random variables. He proved that quasi-uniform codes (whiclude linear codes as a special case) are
distance-invariant and that Greene’s Theorem holds inetteng of quasi-uniform codes. He also showed
that almost affine codes are a special case of quasi-unifod®scin the sense that quasi-uniform codes are
induced by entropic polymatroids while almost affine codesiaduced by entropic matroids. Applications
of quasi-uniform codes in error correction and secret sigasiere also given.

Serap Savaripresented a combinatorial study of linear deterministeyraetworks. This network model
has gained popularity in the last few years as a means ofiswithye flow of information over wireless com-
munication networks. This model considers layered dickgtaphs, and a node in the graph receives a linear
transformation of the signals transmitted to it by neighfimginodes. There is recent work extending the cel-
ebrated max-flow/min-cut theorem of Ford and Fulkersonigrttodel. This result was first established by a
randomized transmission scheme over large blocks of trigieshsignals. In joint work with S. Tabatabaei-
Yazdi, Savari demonstrated the same result with a simpleyménistic, polynomial-time algorithm which
takes as input a single transmitted signal instead of a ltogklof signals. Their capacity-achieving transmis-
sion scheme requires the extension of a one-dimensional-Rad transversal theorem on the independent
subsets of columns of a column-partitioned matrix into a-trmensional variation for block matrices. The
rank function arising from the study of cuts in their moded a important difference from the rank functions
considered in the literature on matroids in that it is subatadbut not monotone.

Eimear Byrne presented upper bounds for a particular model of errorectimg codes for coherent
network coding. Versions of the Singleton, sphere-packamgl Gilbert-Varshamov bounds for this model
were previously given by Yang and Yeung. In her talk, Byrneveid how to extend the classical Plotkin and
Elias bounds for the same model.

The final session of the workshop began with a talkDijon Mayhew on the excluded minors for
real-representable matroids. Rota conjectured thati$ a finite field, then there is only a finite number
of minor-minimal matroids that are nét-representable. Such matroids are called excluded mioors-f
representability. Rota’s conjecture contrasts with theglestablished fact that there are infinitely many
excluded minors for representability over the real numb@ezlen (2008) conjectured a much stronger fact:
if M is any real-representable matroid, then there is an exdlomieor, IV, for real-representability, such that
N containsM as a minor. Mayhew presented a proof of Geelen’s conjedirg (vork with Mike Newman
and Geoff Whittle).

Michael Langberg discussed the algorithmic complexity of network coding;using on how "hard” it
is to find a network coding scheme that achieves, or apprdgisnachieves, capacity. He gave proofs of
the fact that deciding whether or not a given instance of avow coding problem (acyclic network plus
communication requirements) has scalar linear capacity isSfNP-complete. He further showed that it is
“hard” (in the sense of being reducible to an open problemraply colouring) to find a scalar linear code
that enables communication with any constant factor of cigpaThe same hardness result extends to the
problem of finding a vector linear code of a fixed dimension.

Olgica Milenkovic gave a talk which approached the problem of compressiverggusg matroid the-
ory. Compressive sensing is a new sampling technique fossségnals that has the potential to significantly
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reduce the complexity of many data acquisition technigi#sst compressive sensing reconstruction tech-
nigues are still prohibitively time-consuming, narrowithg scope of practical applications of this method.
Milenkovic, in joint work with Wei Dai and Vin Pham Hoa, proged a new method for compressive sens-
ing signal reconstruction of logarithmic complexity thatnebines iterative decoding methods with greedy
subspace pursuit algorithms. The performance of the medbpénds on certain characteristics of support
weight enumerators of the codes used for constructing tersg matrix, which can be described via matroid
theory.

The final talk of the workshop was given Byexander Barg on the subject of linear codes in the ordered
Hamming space. As is well known, the weight distribution DBl codes in the Hamming metric can be
recovered easily from the rank function of a uniform matrdib such association has been established for
the ordered Hamming space (the Niederreiter-Rosenblosi@sian space), although the weight distribution
of MDS codes is also easily found. The question becomes ni@ieaging when one considers codes with
distance even one less than the MDS distance. Barg predeisteerk with Punarbasu Purkayastha which
computes such weight distributions for an arbitrary posetrim and characterizes distributions of points in
the unit cube that arise from near-MDS codes in the orderddene

Outcome of the Meeting

The workshop achieved its stated goal of encouraging ictierss between researchers from several different
disciplines, for whom there is currently no other forum (f@yance or workshop) that could serve as a natural
meeting point. As a result, the workshop was extremely vesleived by all the participants, making it an
unqualified success. Here we list some of the feedback thadeedved from the participants.

Thanks for organizing a beautiful workshop. | enjoyed myeiduring the workshop days no less than a
fantastic weekend of hikes. -Alexander Barg (University of Maryland, College Park)

Once again, many thanks for the invitation to Banff — it wagey\enlightening workshop.
— Eimear Byrne (University College Dublin)

It was very nice to be in Banff, thank you once again for thétation.
— Frantisek Mati$ (Institute of Information Theory and Automation Prague

Thanks for your role in the workshop, it was very educational
— Dillon Mayhew (Victoria University of Wellington)

Thanks a lot for the invitation to Banff — was a great workshiyst continue organizing more of these.
— Olgica Milenkovic (University of lllinois, Urbana-Chamiggn)

Thanks again for the great workshop! Michael Langberg (The Open University of Israel)

Thanks very much for putting together such an interestingslmp. | have enjoyed it very much indeed and
am very glad | was invited to speak. James Oxley (Louisiana State University)

Thanks for organizing an interesting and stimulating whdgs | also want to thank you for the opportunity
to present at the workshop. | personally benefited a lot fiwentorkshop especially in the sense of gaining
a big picture of the associations between various fields.slglad to have had some useful discussions with
some of the workshop participants. Pradeep Kiran Sarvepalli (University of British Columbia)

Thanks again for all of your work in organizing the workshop. — Serap Savari (Texas A&M University)

Thank you so much for letting me participate in this workshidparned a lot and enjoyed it very much.
— Beth Ruskai (Tufts University)

Best workshop that I've attended for quite a while. Adex Vardy (University of California, San Diego)
Thanks again for organizing the workshop. Martin Wainwright (University of California, Berkeley)

It was indeed a very nice meeting, | learnt a lot of new mathd,enjoyed myself very much!
— Andreas Winter (University of Bristol)
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Chapter 15

Analysis of nonlinear wave equations
and applications in engineering
(09w5121)

Aug 9 - Aug 14, 2009

Organizer(s): Vadim Zharnitsky (University of lllinois in Urbana-Chamga), James
Colliander (University of Toronto), Michael Weinstein (lmbia University)

Overview of the Field

Nonlinear dispersive wave equations arise naturally iergdic and engineering fields such as fluid dynamics,
electromagnetic theory, quantum mechanics, optical conication, nonlinear optics etc. Many important

questions (both in theory and applications) are relatedhéoiniteraction of two effects: energy spreading
(dispersion, diffraction) and energy concentrating (imdr self-trapping, defect modes,...) mechanisms.
For example, in Korteweg-deVries equation (KdV)

Ut = Uy + Ugze,

which describes propagation of long waves in shallow waltertermuu, steepens the wave and causes it
to break, while the term,,., tends to broaden the wave and smoothes the wave profile. Emoticalled
soliton solution, which is a localized wave that propagatiisout distortion, these two effects balance each
other. There are several other fundamental equations {me@mlSchrodinger / Gross-Pitaevskii (NLS / GP),
nonlinear Klein-Gordon equations (NLKG)) and their modifions which naturally arise in applications
and in which similar balance of nonlinearity and dispergiores rise to coherent structures (solitary waves,
vortices, very long-livedneta-stablestates). The following are central issues in the field:

e Well-posedness of nonlinear dispersive equations.
e Stability of coherent structures such as solitary waves.
e Interaction among coherent structures.

In the past 2-3 decades, new techniques based on harmotysianeariational methods, and dynamical
systems have advanced our knowledge in all three directidawever, despite relations between the above
guestions, there has not been sufficiently strong intemadtetween them. One of the goals of this workshop
was to bring together researchers who would benefit fronirgi#ine ideas. One way in which we achieved
such interactions was through two tutorials, which bridgeiéntific communities:

134
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(1) Derivations of the nonlinear Scbdinger - Gross Pitaevskii (NLS / GP) equations from the duian
N — body problem (speaker: Benjamin Schleifhis bridged the mathematical physics community, versed
in the quantumV- body problem with the nonlinear PDE and nonlinear wavesroamity, more familiar
with NLS / GP as a mathematical description of optical andrbglgnamic phenomena.

(I) Pore Formation in Polymer Electrolytes (speaker: Keith Rislow): This provided an introduction to
an important class of multi-scale problems of huge inteaadtreceiving broad attention, due to applications
to energy problems.

Recent Developments and Open Problems

Nonlinear Optics and Stability Problems

In the last decade the study of variable coefficient germatidins of the basic equations became an active
area. This was motivated by advances in fabrication tedgypknabling the design of precisiphotonic
structures with applications ranging from optical transmission nadiptical storage, pulse compression, or
more generally, “light processing”, to quantum informatgzience.

For example, in long distance optical fiber communicatistaynsdispersion managemera prescribed
variation of the dispersion properties of the optical fimansmission media, gives rise to a class of NLS
equations with time-dependent (periodic, random) coeffits. Also, propagation of light of sufficient in-
tensity in nonlinear and spatially inhomogeneous media elb ag the evolution of macroscopic quantum
systems (Bose-Einstein condensates) give rise to PDEs S8/GIR type with spatially dependent variations
(e.g.compactly supported or periodic) in the linear or nonlingatentials. Variations in these potentials can
be engineered to influence the dynamics of coherent stestur

Stability properties of coherent structures and variallefficient extensions of standard PDE theory
have been under separate study for quite some time. Engigestvances, such as dispersion management
in optical fibers and photonic microstructures, motivatelging the interplay between variable coefficients
and stability properties of coherent structures.

A mathematical theory of the stability of soliton-like obfe in spatially varying media contributes to-
wards a control theory of these objects required for "liglttgessing”. Currently, there is a need for links
between pure mathematicians advancing the rigorous uadeling of basic model equations and engineers
and applied mathematicians developing new models andcapipins. One of the goals of this workshop was
to encourage this interaction.

Many-body quantum mechanics

In 2001, the Nobel prize was given for the first experimentaence of existence of Bose-Einstein conden-
sate (BEC). This discovery generated considerable aciivihe study of the evolution of BEC. Mathematical
physicists derived rigorously macroscopic evolution eiqus for interacting many body systems. For exam-
ple, the nonlinear Schrodinger equation and nonlineatrekock equations have been rigorously derived
as mean field limits of interacting Bose gases.

Fundamental PDE problems

Wave maps and Schrodinger maps are fundamental objectadyf @ modern PDE analysis. These are
natural generalizations of the classical wave equatiodsSarodinger equations to non-Euclidean spaces.
Wave maps also arise as approximations of Einstein’s ezpstf general relativity.

Dispersive estimates have been an active area of researalide decades. More recently the emphasis
is on Strichartz estimates on non-Euclidean manifolds aitid additional terms, e.g. magnetic or potential
field.
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Presentation Highlights

Application in optics, stability problems

Gadi Fibich described construction of singular solutiohsanlinear evolution equations that become singu-
lar on a sphere. The asymptotic profile and blowup rate oktlsefutions are the same as those of solutions
of the corresponding one-dimensional equation that bengailar at a point. These results were obtained
for the nonlinear Schrddinger equation, the biharmoniclinear Schrodinger equation, the nonlinear heat
equation, and the nonlinear biharmonic heat equation.

Jared Bronski considered periodic solutions to equatidrisooteweg-de Vries type. The stability of
periodic wave nonlinear wave-trains is a fundamental pnolhMwhose analytical theory is far less developed
that of the solitary wave stability, due to significant mattatical challenges and new phenomena.

Bronski demonstrated a proof of an index theorem giving aacexount of the number of unstable
eigenvalues of the linearized operator in terms of the nurabeeros of the derivative of the traveling wave
profile together with geometric information about a certaiap between the constants of integration of the
ordinary differential equation and the conserved quaitif the partial differential equation. This index can
be regarded as a generalization of both the Sturm oscilldtieorem and the classical Lyapunov stability
theory for solitary wave solutions for equations of Kortgage Vries type (Benjamin, Bona-Souganidis-
Strauss, Weinstein, .. .)

In the case of a polynomial nonlinearity this index, togetiwé&h a related one introduced earlier by
Bronski and Johnson, could be expressed in terms of demgtif hyperelliptic integrals on a finite genus
Riemann surface. Since these hyperelliptic integralsfyaéi Picard-Fuchs relation these derivatives can be
expressed in terms of the integrals themselves, leadingltsad-form expression in terms of a finite number
of moments of the solution.

Boaz llan described band-edge solitons of Nonlinear Stihgier equations with periodic potentials (joint
work with M.I. Weinstein). Nonlinear Schrodinger (NLS) f&s-Pitaveskii equations with periodic poten-
tials admit positive bound states (solitons). For focusioglinearities these solitons bifurcate from the zero
state with frequencies (propagation constant) lying indami-infinite spectral gap and near the spectral
band edge. A multiple scale expansion leads to a constafitacieiet homogenized / effective medium NLS
equation that depends on the band-edge Bloch wave througffeantive-mass tensor and nonlinear coupling
constant. The multiple scales argument is made rigoroua liesmpunov Schmidt reduction to Bloch-modes
sufficiently near the spectral band edge. To leading ordesdiiton is constructed from the Bloch wave that
is slowly modulated by a ground state of the homogenizedtamualn the L?-critical case, for any non-
constant periodic potential the powdr?(norm) of the soliton istrictly lowerthan the power of the Townes
mode, which has the critical power for collapse. The impiaas to collapse dynamics and self-focusing
instability were elucidated using computations of bouradest and direct computations of critical NLS equa-
tions in 1D and 2D.

Milena Stanislavova presented conditional stability tlieess for Klein-Gordon type equations. She con-
sidered positive, radial and exponentially decaying stestate solutions of the Klein-Gordon equation with
various power nonlinearities. The main result was a preoisestruction of infinite-dimensional invariant
manifolds in the vicinity of these solutions. The precisetee-stable manifold theorem for the Klein-Gordon
equation includes the co-dimension of the manifold, a fdenfior the asymptotic phase and the decay rates
for even perturbations.

Yoshio Tsutsumi gave a presentation on stability of cawitjt@n for the Lugiato-Lefever equation with
additive noise. He considered the stability of stationaslutson for the Lugiato-Lefever (LL) equation
with periodic boundary condition under perturbation of iéidd noise. The LL- equation is a nonlinear
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Schrodinger equation with damping and spatially homogaadorcing terms, which describes a physical
model of a unidirectional ring or Fabry-Perot cavity witlapé mirrors containing a Kerr medium driven by
a coherent plane-wave field. The stationary solution of (isLgalled a "Cavity Sliton”. Tsutusmi showed
the stability of certain stationary solutions under thetymdration of additive noise from a viewpoint of the
Freidlin-Wentzell type large deviation principle.

Roy Goodman described bifurcationsmafnlinear defect mode§ he nonlinear coupled mode equations
describe the evolution of light in Bragg grating optical fibeDefects (localized potentials) can be added to
the fiber in order to trap light at a specialized location ag@linear defect mode. In numerical simulations
these defect modes are seen to lose (linear) stability ¢fireaveral types of bifurcations. Inverse scattering
is used to design defects in which the bifurcations can biyeasserved and studied via the derivation of
finite-dimensional reduced equations. Goodman gave dondifor the existence of Hamiltonian pitchfork
and Hamiltonian Hopf bifurcations.

Bjorn Sandstede gave a presentation on pointwise essnaaig nonlinear stability of waves. Over the
past decade, pointwise Green'’s function estimates hawegnery useful in establishing nonlinear stability
of viscous shock profiles under the assumption of spectahilgy. He reported here on recent work with
Beck and Zumbrun on extending this approach to the nonlistaility of time-periodic viscous shocks. Key
to the derivation of the requirgabintwisebounds in the time-periodic setting are meromorphic exterss
of exponential dichotomies of appropriate time-periodgeavalue problems. He also showed how spectral
stability of weakly time-periodic shocks can be establishear Hopf bifurcation using a spatial-dynamics
approach. The motivation for this work comes from sourcagaction-diffusion systems. He also outlined
the challenges and hopes for nonlinear stability proofkigcontext.

Justin Holmer considered dynamics of KdV solitons in thespree of a slowly varying potential. He
studied the dynamics of solitons as solutions to the pegtlitdV (pKdV) equatiod;u = —0,(0%u +
3u? — bu), whereb(x,t) = bo(hz,ht), h < 1 is a slowly varying potential. This result refined earlier
work of Dejak-Sigal and an estimate on the trajectory of tléan parameters of scale and position was
obtained. In addition to the Lyapunov analysis commonlyliedto these problems, a local virial estimate
due to Martel-Merle was used. The proof did not rely on theige scattering machinery and could be ex-
pected to carry through for the? subcritical gkdVp equation,l < p < 5. The case op = 3, the modified
Korteweg-de Vries (mKdV) equation, is structurally simpded more precise results can be obtained by the
method of Holmer-Zworski. This was joint work with GalinarBnan.

Eduard Kirr considered asymptotic stability of nonlineamuhd states and resonances for nonlinear
Schroddinger equations witubcriticalnonlinearities. What makes the extension to the subckitise pos-
sible is his recent method for obtaining dispersive es@&ir perturbations of linear Schrodinger operators
with time-dependent and spatially localized coefficiefitse method currently works in dimensions two and
higher. Kirr discussed obstacles in extending his methamhtospace dimension. Also some applications to
nonlinear equations, in particular to asymptotic stapdind radiative damping of ground states in NLS were
presented.

Gideon Simpson presented a poster on numerical simuladiothe energy-supercritical NLS equation.
These computations were motivated by recent works of Kéfegle and Kilip-Visan who considered some
energy supercritical wave equations and proved that ifohgisn isa priori bounded in the critical Sobolev
space (i.e. the space whose homogeneous norm is invaridet thre scaling leaving the equation invariant),
then it exists for all time and scatters. Simpson numesidaitestigated the boundedness of #Heé-critical
Sobolev norm for solutions of the NLS equation in dimensiga fith quintic nonlinearity. It was found that
for a class of initial conditions, this norm remains bound&d solution exists for long time, and it scatters
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(disperses to zero).

Young-Ran Lee presented a proof of exponential decay okdigpn managed solitons with vanishing
average dispersion. It was shown that dsolution of the Gabitov-Turitsyn equation describing eisgion
managed solitons with zero average dispersion decays erfialty in space and frequency domains. This
confirmed in the affirmative Lushnikov’s conjecture of expaotial decay of dispersion managed solitons.
This work was done jointly with M. Burak Erdogan and Dirk Hemtinark.

Many-body quantum mechanics

Benjamin Schlein gave a two-hour tutorial on derivation qtigtions of nonlinear Schrodinger / Gross-
Pitaevskii type as the mean field limit of N-body quantum peats, asNV — oo. In particular, he showed
that the nonlinear Hartree equation can be used to destiebmacroscopic properties of the evolution of a
many body system in the so called mean field limit. He alsoarpt how Gross-Pitaevskii equation, a cubic
nonlinear Schrodinger equation, can be used to descréb@ythamics of Bose-Einstein condensates.

Mathieu Lewin considered variational models for infiniteagtum systems with an example of the crystal
with defects. Describing quantum particles in a quantumiomedften leads to strongly indefinite (some-
times unbounded from below) theories, for which it is usugllite hard to establish the existence and the
stability of bound states. Two well-known, important exd@spare relativistic electrons described by the
Dirac operator and electrons close to a defect in a quantystatr Lewin presented a new method for con-
structing and studying a variational model for such systeHss concentrated on the Hartree model for the
crystal with a defect.

The main idea is to describe at the same time the electronsdbby the defect and the (nonlinear)
behavior of the infinite crystal. This leads to a (rather piecpbounded-below nonlinear functional whose
variable is however an operator of infinite-rank.

Lewin introduced the appropriate functional analyticisett stated the existence of global-in-time solu-
tions to the associated time-dependent Schrodingeriequand discussed the existence, properties and the
stability of bound states.

Walid K. Abou Salem presented microscopic derivation ofrtfegnetic Hartree equation. He discussed
the rigorous derivation of the time-dependent Hartree gguan the presence of magnetic potentials. He
also remarked on how to extend the analysis to the GrosevBka equation.

Natasa Pavlovic discussed the quintic NLS as the mean fieitldf a Boson gas with three-body inter-
actions. She described the dynamics of a boson gas with-Haeginteractions in dimensions d=1,2. She
and her collaborator, Thomas Chen, prove that in the limthasparticle number N tends to infinity, the
BBGKY hierarchy of k-particle marginals converges to a timg Gross-Pitaevskii (GP) hierarchy for which
they proved existence and uniqueness of solutions. Farfaet initial data, the solutions of the GP hier-
archy are shown to be determined by solutions of a quintidinear Schrodinger equation. This was joint
work with Thomas Chen.

Thomas Chen discussed some recent developments on thpageltness of the Cauchy problem for
focusing and defocusing GP hierarchies. He surveyed soceatreesults, all from joint works with Natasa
Pavlovic, related to the Cauchy problem for the Gross-R#&ie(GP) hierarchy. First, he addressed the local
well-posedness theory, in various dimensions, for theccahd quintic case. He then introduced new con-
served energy functionals which were used in the followiogtexts: (1) In a joint work with N. Tzirakis,
to prove, on the L2 critical and supercritical level, thalusions of focusing GP hierarchies with a negative
average energy per particle blow up in finite time. (2) To prtve global well-posedness of the Cauchy
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problem for energy subcritical, defocusing GP hierarghi@sed on the conservation of higher order energy
functionals. (3) To prove global well-posedness of focgsind defocusing GP hierarchies on the L2 subcrit-
ical level, based on a generalization of the Gagliardo+Niexg inequalities which they establish for density

matrices.

Manoussos Grillakis spoke on precide- dependent error bounds, satisfied by the NLS / GP approxi-
mation to mean-field scaled quantuynbody problem, for largeV.

Fundamental problems in PDE analysis

Wilhelm Schlag gave a presentation on inverse square paieanhd applications. He discussed some recent
work on dispersive estimates on a curved background. Theddems arise in geometry and physics, and
are reduced for fixed angular momentum to a one-dimensioablgm with an inverse square potential. For
the Schwarzschild case, one obtains local pointwise dextag which increase with the angular momentum.
This was joint work with R. Donninger, A. Soffer, and W. Stach.

Daniel Tataru presented his recent result on large data ways. He proved for large data wave maps
from R2*! into a compact Riemmanian manifold, the following dichoyoreither a solution is global and
dispersive, or a soliton like concentration must occursims joint work with Jacob Sterbenz.

Energy conversion

Keith Promislow gave tutorial on Pore Formation in Polymkdiolytes. The efficient conversion of energy
from chemical and photonic forms to useful electric voltagguires the development of hanostructured ma-
terials with interpercolating structure. In practical Apgtions this is achieved by functionalizing polymers,
attaching acid groups to short side chains which extend fomg, hydrophobic polymer backbones. When
placed in solvent, these functionalized polymers form saate solvent-filled pores lined with the tips of the
acid groups, and ideal environment for the selective cotiluof properly charged ions.

He presented a family of models, which we call functionalitegrangians, which mimic the energy
landscape of the functionalized polymer/solvent mixtufidse functionalized energies are higher order, and
strongly nonlinear, but with special structure which reisdtbem amenable to analysis. He outlined the prop-
erties of the functionalized Lagrangians, and the mu#tgststructure of the associated gradient flows.

Geometric PDEs

Stephen Gustafson gave a talk on Schrodinger and Landahiizimaps of low degree. The Schrodinger
(and Landau-Lifshitz) map equations are a basic model iofeagnetism, and a natural geometric (hence
nonlinear) version of the Schrodinger (and Schrodirysat) equation. While there has been recent progress
on the question of singularity formation for the wave andtla@@logues (wave map and harmonic map heat-
flow), the Schrodinger case seems more elusive. He presesgalts on global regularity and long-time
dynamics for equivariant maps with near-minimal energy.edghasized lower degree (2 and 3) maps, for
which the analysis is trickier, and the dynamics more comgbenomena related to slower spatial decay of
certain eigenfunctions. This was joint work with K. Nakdmnjsand T.-P. Tsai.

Scientific Progress Made

Tataru, harmonic maps
Pavlovic, Chen, Walid, Kunze, mean-field
Lee, exponential tails decay in nonlocal equations
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Outcome of the Meeting

Interaction of the two groups...
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Overview of the Field

Longitudinal data arise frequently in practise, eitherlis@rvational studies or in experimental studies. In a
longitudinal study, individuals in the study are followedeo a period of time and, for each individual, data
are collected at multiple time points. That is, the definiagtéire of a longitudinal study is that multiple
or repeated measurements of the same variables are madacfoinglividual in the study over a period
of time. A key characteristic of longitudinal data is thatsebvations within the same individual or cluster
may be correlated, which motivates most of the statisticathmds for the analysis of longitudinal data.
Although there have been extensive methodological dewsdops for the analysis of longitudinal data, there
are still many emerging issues arising in practice whichivates further research in this area. In particular,
missing data, dropouts, and measurement errors are venyioarim longitudinal studies, and many of these
issues need to be addressed simultaneously in order to ét@ble conclusions from the data. Moreover,
longitudinal trajectories of observed data are often vempglex. Parametric statistical models may not be
flexible enough to capture the main features of the longitaidirofiles, so semiparametric or nonparametric
statistical models are particularly attractive. Therefatatistical analyses of complex longitudinal data can
be very challenging, and much research remains to be done.

Specifically, the following problems are common in longital studies: (i) longitudinal data may either
be continuous or categorical or a mixture of both; (ii) Idndinal data trajectories may be highly compli-
cated, and there may be large variations between indigd(id) there are often missing data or dropouts;
(iv) some variables may be measured with errors; (v) lomljital data may be associated with time-to-event
data, and joint modelling may be necessary; and (vi) in saomtiess the number of variables may be large
while the sample sizes may be small. In longitudinal datdysis new statistical methods are required to
address one or more of the above problems since standardasette not directly applicable. For example,
missing data or dropouts are almost inevitable in many togial studies, and ignoring missing data or
measurement errors or the use of naive methods may leadaeselsiased or misleading results (Little and
Rubin, 2002; Carroll et al. 2006).

There has been extensive research for the analysis of lmhigétl data in the last few decades. Diggle et
al. (2002) and Fitzmaurice et al. (2008) provided a compmsive overview of various models and methods
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for the analysis of longitudinal data, among others. Comignosed models for longitudinal data include:

e mixed effects modelsn these models random effects are introduced to incotpdtee between-
individual variation and the within-individual correlati in longitudinal data;

e generalized estimating equations (GEE) modielshese models the mean structure and the correlation
structure are modelled separately without distributi@sslumptions for the data;

e transitional modelsin these models the within-individual correlation is mbbeld via Markov struc-
tures.

e nonparametric modelandsemiparametric modelsn these models the mean structures are modelled
semiparametrically or nonparametrically or the distribial assumptions are assumed to be nonpara-
metric, so these models are more flexible than parametrgitladinal models.

e Bayesian modeigrior information or information from similar studies arecorporated for Bayesian
inference, and the advance of Markov chain Monte Carlo (M@Mh@thods has led to rapid develop-
ments of Bayesian methods.

Each of these modelling approaches offers its own advastaggdisadvantages. For example, mixed effects
models allow for individual-specific or subject-specifiéarence but require distributional assumptions, and
GEE models are robust to distributional assumptions butlmedgss efficient. Moreover, transitional models
may be particularly attractive for discrete data, Bayesiadlels borrow information from previous or similar
studies, and nonparametric or semiparametric models @eatipg for complex longitudinal data.

There is also an extensive literature on missing data andunement errors. For missing data problems,
Little and Rubin (2002) and Molenberghs and Kenward (200@Yided an overview of general models and
methods. Itis known that naive methods such as the compéete method and the last-value-carried-forward
method for missing data problems often lead to biased oreanihg results. Formal methods for missing
data include

e multiple imputation methods,

likelihood inference using EM algorithms,

single imputation methods with variance adjustments,

weighted GEE methods,

e Bayesian methods.

These formal missing data methods can incorporate missiteyrdechanisms and provide valid statistical
inference. For measurement error problems, Carroll et2006) provided a overview of commonly used
models and methods. It is known that naive methods whichrggneeasurement errors may lead to biased
results and appropriate methods must be used for reliatelesimce. To formally address measurement errors,
two general approaches are often considered:

¢ functional modelling approach, where no distributionaduasptions are made for the true but un-
observed covariates. For this approach, commonly usedatetinclude regression calibration and
simulation extrapolation (SIMEX).

e structural modelling approach, where models or distrdngiare typically assumed for the true but
unobserved covariates. For this approach, commonly uséioaie include likelihood methods and
Bayesian methods.

These formal methods may correct measurement errors addgeoeliable statistical inference. For com-
plex longitudinal data with missing values or measuremenutrs, further research is needed to extend the
general ideas and methods.

In summary, analysis of longitudinal data has received mattdmtion, especially in recent years. Al-
though there have been extensive developments of statisticdels and methods for the analysis of longi-
tudinal data, there are many complex issues and problenesaddressed or solved, due to the complexities
of longitudinal data in practice. Highly complicated lothglinal data arising in practice are challenging for
statisticians, but they also provide great opportunitiesésearch and advance of this important subject.
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Recent Developments and Open Problems

There has been extensive research in statistical metholisfgitudinal data or clustered data. Recent devel-
opments are reviewed in Carroll, Ruppert, Stefanski, amin@reanu (2006), Fitzmaurice, Davidian, Molen-
berghs, and Verbeke (2008), McCulloch, Searle, and Neut2088), Molenberghs and Kenward (2007),
and Wu (2009), among others. It is difficult to give a complisteof recent developments due to the massive
literature. In the following, we discuss some of the recavisiopments and some open problems.

In the analysis of longitudinal data, three types of modedsammonly used: mixed effects models, GEE
models, and transitional models. We first discuss some teeselopments for mixed effects models. Mixed
effects models introduce random effects in classical ssjoa@ models for cross-sectional data to account for
within-individual correlation and between-individualriation in longitudinal data. Distributional assump-
tions are often made for the within-individual random esrand for the random effects in the mixed effects
models. In practice, the distributional assumptions fordam effects may be difficult to check since the
random effects are unobservable. Professors Charles MooBdnd John Neuhaus at the University of Cali-
fornia at San Francisco are currently studying how mis4§jpations of the random effects distributions may
affect estimation and inference for generalized mixedatdfenodels. Lai and Shih (2003) considered non-
parametric distributions for the random effects, in whieé tistributions of the random effects in nonlinear
mixed effects models are completely unspecified. Lai, Sinild, Wong (2006) proposed a hybrid estimation
method for mixed effects models. However, nonparametribods often require rich within-individual data.
Professor Xihong Lin at Harvard University has been ingadihg semiparametric models for longitudinal
data with measurement errors and missing data.

Computational challenges for generalized linear mixeelat$fmodels and nonlinear mixed effects models
still require further investigation. The likelihood meths a standard estimation approach for generalized
linear and nonlinear mixed effects models, but the likadithéunctions typically involve multi-dimensional
and intractable integrations. Numerical or Monte-Carldhods may be computationally intensive and may
even offer computational difficulties if the dimensions ahdom effects are not small. Computation may
become a major challenge in the presence of missing data eagdurement errors. Approximated methods,
such as that based on Taylor approximations or Laplace ajppations, have been proposed and widely used.
However, Lin and Breslow (1996) showed that these appraemeethods may be biased for generalized
linear mixed models with binary responses. More recentyg, (2008) showed that the accuracy of these
approximate methods may be poor for mixed effects models biitary or count responses, such as logistic
regression models with random effects. Lee, Nelder, andtBa{2006) have proposed higher order Laplace
approximations for generalized linear mixed models. A cohpnsive evaluation of these approximate
methods is still required. The performance of the foregoigghods for mixed effects models with missing
data and measurement errors remains to be investigated.

Generalized estimation equation (GEE) methods are anptparar approach for the analysis of longi-
tudinal data. GEE methods only assume the first two momeni®ut specific distributional assumptions,
so they are robust against distributional assumptionsIdrgitudinal data, a working correlation matrix is
typically assumed in a GEE method. GEE methods enable orstitwate regression parameters consistently
even when the correlation structure is misspecified. Foegaized linear mixed effects models, however,
Chaganty and Joe (2004) showed that the choices of validimgdorrelation matrices can be very limited,
and inappropriate choices of the working correlation ncasimay lead to misleading results. Moreover,
under mis-specifications of working correlation matridésg, estimators of the regression parameters can be
inefficient. Qu, Lindsay, and Li (2000) and a series of ag8dhereafter introduced a method of quadratic
inference functions that does not involve direct estinratid the correlation parameters, and that remains
optimal even if the working correlation structure is missified. The idea is to represent the inverse of the
working correlation matrix by the linear combination of lsamatrices. They showed that under misspecified
working correlation assumptions these estimators are eftioient than GEE estimators. This method may
be applied to a wide variety of problems, including longihad data with missing values and measurement
errors, so much research remains to be done. Yi and Cook J20@Pa series of articles thereafter studied
GEE methods for clustered longitudinal data with missinlgi®a in which the correlation within clusters is
incorporated, in addition to correlation between longitatlmeasurements.

Transitional models assume Markov structures for longitalddependence. Nathoo and Dean (2008)
considered multistate transitional models in which at amgtpoint individuals may be said to occupy one
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of a discrete set of states and interest centers on theticanprocess between states. They developed a
hierarchical modeling framework in which the processesesponding to different subjects may be corre-
lated spatially over a region and continuous-time Marko&igh incorporating spatially correlated random
effects are introduced. Yi and Cook (2002), Cook et al. (308dd their recent work considered marginal
models for incomplete longitudinal data arising in clusteFhey used odds ratio and Markov structures to
model dependence between multivariate discrete longitidiata, incorporating missing data. Modeling
clustered or multivariate longitudinal data with missirgues or measurement errors can be challenging,
both mathematically and computationally.

Joint modelling longitudinal data and survival data hagiesd much attention in recent years. Such joint
models are required in survival models with measurement®in time-dependent covariates, longitudinal
models with dropouts or certain events of interest, and nagimgr situations in longitudinal studies. Profes-
sor Joseph Ibrahim is working on diagnostic measures f@saggy the influence of observations and model
misspecification for joint models of longitudinal and swalidata, in the presence of missing data. Profes-
sor Jeremy Taylor is studying individual predictions ofuitg event times for censored subjects using joint
models. Professor Bin Nan is investigating joint modelifigpagitudinal and survival data when the event
time is a covariate. Professors Charmaine Dean and Farotiiodlare considering longitudinal studies in
forestry where trees are subject to recurrent infectiontbadhazard of infection depends on tree growth over
time. They have developed a joint model for infection andaghowhere a mixed non-homogeneous Pois-
son process is linked with a spatially dynamic nonlinear et@dpresenting the underlying height growth
trajectories. Much work remains to be done for joint modelkkhmissing data and measurement errors. In
particular, during the workshop many people emphasizehipertance of software developments for joint
models so that these models may be more widely used in peactic

A characteristic of longitudinal studies is that there afteromissing data, dropouts, and measurement
errors. Thus, in practice when modeling longitudinal date often also needs to address missing data,
dropouts, and measurement errors. Formal approachesdoessihg missing data may require modeling
of the missing data or dropout processes. As pointed out bfe®sor Roderick Little at the University of
Michigan, it is important to check model assumptions and/iol® model justifications. When the missing
data is nonignorable in the sense that the missingness npgnden the missing values, a missing data
mechanism must be assumed and be incorporated in likeliimdectnce. However, such assumed missing
data models are not testable based on observed data. Thsisivitg analyses under different missing data
mechanisms is required. Professor James Carpenter andllilkeard at the University of London organized
and led a discussion session in the workshop on sensitimgyais for missing data problems. There have
also been substantial developments in measurement eobleprs, as reviewed in Carroll, et al. (2006).
Professor Xihong Lin has been working on measurement eroblgms in semiparametric models. Recently,
there are interests in jointly modeling missing data andsueament errors. Wang (2004) proposed moment-
based methods for nonlinear models with Berkson measutesrens, where only the first two moments are
required for estimation and inference without distriboibassumptions.

Presentation Highlights

Monday, August 17

The workshop began on Monday, August 17. Professor Chaariagan from Simon Fraser University
chaired the sessions on Monday morning, and Professor Gidoem University of Waterloo chaired the
sessions on Monday afternoon. The focus on Monday’s talksisiissing data and measurement error
problems in longitudinal studies.

The workshop began with an excellent presentation by PsofeRoderick Little from University of
Michigan. He provided an overview of missing data problemi®ngitudinal studies. Missing data are very
common in longitudinal studies because of attrition, ndsgsits, dropouts, and other problems. Professor
Little emphasized the importance of model assumptions amdihjustifications, pointed out that clever es-
timation methods will not help, and one should keep modetpkd and carefully design the studies to avoid
missing data. He discussed the pros and cons of differemsforf likelihood inference, Bayes and multiple
imputation, robust estimation, GEE methods, the comptase method, and other ad-hoc methods. He also
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reviewed selection models and pattern-mixture models fesimg data problems, as well as sensitivity anal-
ysis. Following Little’s presentation, Professor Joan lfhinf Simon Fraser University presented a talk on
Cox proportional hazards models with non-random missingdates using a likelihood-based estimation
method. Her research is motivated by a study for diseaseatoRbllowing Hu’s talk, Professor Annie Qu
from University of lllinois at Urbana-Champaign gave a mm@stion on analysis of longitudinal data with
data missing at random using an estimating function aproHueir approach differs from inverse weighted
estimating equations and the imputation methods in thatgsdhot require estimating the probability of miss-
ing data or imputing the missing data based on assumed medelst is based on an aggregate unbiased
estimating function which does not require the likelihoaddtion.

Professor Mike Kenward from University of London discussgedble robust estimators based on a mul-
tiple imputation method for missing data. Their method isdgshon Bang and Robins (2005) who showed
how doubly robust estimators for monotone incomplete dedédlpms can be obtained through a sequence
of regressions, and they showed how reformulation of BanlgRobins (2005) approach in a multiple impu-
tation framework leads to very convenient route for caltnfadoubly robust estimators, while at the same
time providing an explicit and easily calculable varianséireator. They also extend the method to non-
monotone missing value settings. Following Kenward's, t&®fofessor James Carpenter from University of
London considered a class of models for multivariate megwof Gaussian, ordered or unordered categorical
responses and continuous distributions that are not Gayssach of which can be defined at any level of
a multilevel data hierarchy. He described a MCMC algoritlanfitting such models, and shows how this
approach can be used to implement multilevel multiple irapah (assuming data are missing at random) and
extended to allow imputation of missing data that is congléconsistent with a complex multilevel model.

Professor Richard Cook from University of Waterloo presdmharginal models for estimating treatment
effects in cluster randomized longitudinal studies witbamplete responses and non-compliance. He pro-
posed inverse weighted generalized estimating equatidhads to address incomplete compliance data in
a model for the compliance process and used a mean-scorszhappo deal with the missing compliance
data in the response model. Following Cook’s talk, Dr. Bawj Chen from University of Washington dis-
cussed models for longitudinal data where both the respand¢he covariates may be missing. A method
based on inverse probability weighted generalized esitigaquations was proposed, which incorporates
the association between the missing data process and ffansesprocess.

Professor James Carpenter and Mike Kenward organized drddiscussion session on sensitivity anal-
ysis for missing data models. The speakers in the discussigsion include Professor Andrea Rotnitky from
Harvard University, Professor Joe Ibrahim from the Uniitgrsf North Carolina at Chapel Hill, and Profes-
sor Ray Carroll from Texas A & M University. Rotnitky discesbsome issues of sensitivity analyses for
inference in causal models. Ibrahim discussed Bayesiaitséy analysis, proposed a perturbation model to
simultaneously perturb the data, the prior, and the samplistribution, and developed a Bayesian perturba-
tion manifold to measure each perturbation in the pertishahodel and applied the method to a wide variety
of statistical models, allowing for missing data. ProfesRaymond Carroll summarized the presentations
and discussions in Monday'’s sessions and raised many stiteggjuestions. For example, are we torturing
investigators by doing fancy sensitivity analyses? Whatalust doing a few different approaches such as
multiple imputations, augmented inverse probability vintiigg methods, and full model-based methods? He
also pointed out that the last-observation-carried-fodmaethod or the baseline-observation-carried-forward
method may lead to severely biased results.

Tuesday, August 18

The presentations on Tuesday, August 18, focus on fundtitata, mixed effects models, and estimating
equations. Professor Xihong Lin from Harvard Universityicad the sessions on Tuesday morning, and
Professor John Neuhaus from University of California at Samncisco chaired the sessions on Tuesday
afternoons.

Tuesday’s sessions began with a presentation by Profesgonéthd Carroll from Texas A & M Uni-
versity. He discussed an efficient inference approach fditisd models with repeated measures, where the
additive model consists of a parametric component and aitizgidonparametric component, in the presence
of interactions. He derived efficient estimates using stmbatkfitting and a Tukey-type 1-degree of freedom
formulation, and derived a general profile-type scoresttatwhich involves circumventing the need to solve
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an integral equation. He also proposed the “Carroll’'s lawmaiparametric regression”: “If things work out
seamlessly for efficient kernel approaches, then they willkwout for efficient spline methods. Thus, one
can do theory for kernels and do practice for splines”. Ruailhg Carroll’s talk, Professor Hua Liang from
University of Rochester discussed variable selectionséoniparametric models with measurement errors.
He explored variable selections for partially linear madehen the covariates are measured with additive
errors, and proposed two classes of variable selectioreduoes, penalized least squares and penalized quan-
tile regressions, using the nonconvex penalized princlheshowed that the first procedure corrects the bias
in the loss function caused by the measurement error by egptize so-called correction-for-attenuation
approach, whereas the second procedure corrects the biessrigyorthogonal residuals. Following Liang’s
talk, Professor Lu Wang from University of Michigan consielé nonparametric regressions in longitudi-
nal studies with dropout at random. She proposed inverdeapility weighted (IPW) kernel generalized
estimating equations (GEEs) and IPW seemingly unrelatedRjXernel estimating equations using either
complete cases or all available cases, and showed thaea# tiP\W kernel estimators are consistent when
the probability of dropout is known by design or is estimatisthg a correctly specified parametric model.
She also showed that the most efficient IPW kernel GEE estinmbbtained by ignoring the within-subject
correlation while in contrast the most efficient IPW SUR ladrestimator is obtained by accounting for the
within-subject correlation and is more efficient than theshedficient IPW kernel GEE counterpart.

Professor Naisyin Wang from University of Michigan presehfunctional latent feature regression mod-
els for data with longitudinal covariate process. She @®rgid a joint model approach to study the associ-
ation of nonparametric latent features of multiple londital processes with a primary endpoint. She pro-
posed estimation procedures and the corresponding syt ory that allows one to perform investigation
without making distributional assumptions of the laterstéees, and investigated the practical implications
behind certain theoretical assumptions which aim at hasibgtter understanding of where the estimation
variation lies. Following Wang’s talk, Professor Wengqing Hlom the University of Western Ontario dis-
cussed local linear regressions for clustered censored Hatpresented a local linear regression method for
the estimation of the relationship between censored resspand covariates by considering a transformation
of the censored response, and used simulation to assessrtbemance of the proposed method.

Professor Charles McCulloch from University of CaliformitSan Francisco discussed estimation effi-
ciency problems in generalized linear mixed models undespdcified random effects distributions. Pre-
vious work has shown that incorrect specification of the cameffect distribution typically produces little
bias in estimates of covariate effects and very modest imacy in predicted random effects, but few studies
have assessed the effect of misspecification on standand amd statistical tests. Professors McCulloch and
Neuhaus examined the impact of a misspecified random effigstribution on estimation efficiency. They
showed that linear mixed models are well-behaved in theesdra the random effects influence only the
variance-covariance structure, not estimation of the feféetts. For logistic regression models with random
intercepts, they showed that (i) within cluster covariatesw no loss of efficiency; (ii) between cluster co-
variates show loss of efficiency comparable to or better ¢himear regression with assumed normal errors,
S0 quite robust; (iii) fitting flexible distributional shapés an easy way to check sensitivity of the results.
Following McCulloch’s talk, Mr. Daniel Li from the Universi of Manitoba presented a second-order least
squares estimation method for mixed effects models. Li aadd\applied the second-order least squares
method to estimate generalized linear mixed effects madeése the distributions of the regression errors
are nonparametric while those of random effects are parantett not necessarily normal. They presented
simulation studies of finite sample properties of the seemnier least squares estimators and compared them
with the maximum likelihood estimators.

Professor Peter Song from University of Michigan discusaealyzing unequally spaced longitudinal
data with quadratic inference functions. Quadratic InfessFunction (QIF) is getting increasingly popular,
as an alternative to the well-known GEE method, to estimatarpeters in the marginal models for longitu-
dinal data. One limitation with the QIF is that it is currgntinly applicable for longitudinal data with equally
spaced times. In his talk, Peter Song presented a gener§liFemethod to relax this limitation. Following
Song’s talk, Professor Youngjo Lee from the Seoul Nationabersity discussed hierarchical generalized lin-
ear models (HGLMs) and variable selection. HGLMs providexifile and efficient framework for modeling
non-Normal data when there are several sources of erratiarj and they extend the familiar generalized
linear models (GLMSs) to include additional random termdhia linear predictor. Thus HGLMs bring a wide
range of models together within a single framework and thsy facilitate the joint modeling of mean and
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dispersion. He also showed how HGLM can be used for variadeton and showed how LASSO and its
extension can be obtained via random-effect models.

Wednesday, August 19

The presentations on Wednesday, August 19, focus on joidetador longitudinal data and survival data.

Professor Wei Liu from York University chaired the first dess and Professor Charmaine Dean from Si-
mon Fraser University organized and chaired a discussissi@eon joint models. Wednesday afternoon is
free, without formal scientific activities. In Wednesdayering Professor Andrea Rtonitzky from Harvard

University offered a three-hour lecture on causal infeeenc

Professor Joseph Ibrahim from University of North Carolh&hapel Hill began Wednesday’s sessions
with a presentation on local influence for joint models fonddudinal and survival data. He discussed
diagnostic measures for assessing the influence of obgersa@nd model misspecification for longitudinal
models and for joint models of longitudinal and survivalajan the presence of missing data. He proposed a
local influence approach and examined various perturbatibemes for perturbing the models in this setting,
and developed a perturbation manifold and various localénfte measures to identify influential points and
test model misspecification. Following Ibrahim’s talk, fassor Jeremy Taylor from University of Michigan
discussed using joint models for longitudinal and survilath to give individual predictions. He considered
using a joint model to assist with individual prediction ofdre event times for censored subjects. The model
and methods are developed in the context of a prostate cappéication where the longitudinal variable
is PSA and the event time is recurrence of the cancer follgwigatment with radiation therapy. Estimates
of the parameters in the model are obtained by MCMC techsigared an efficient algorithm is developed
to give individual predictions for subjects who were nottpdrthe original data from which the model was
developed. Many important statistical issues were digzligs his presentation. Following Taylor’s talk,
Professor Bin Nan from University of Michigan discussedjanodeling of longitudinal and survival data
when the event time is a covariate. His research is motiviated estimation of the hormone profile, such
as serum estradiol or follicle stimulating hormone, dunngnopausal transition. Due to limited follow up
time, the age at the final menstrual period for many women itudyscohort is censored. He proposed a
two-stage pseudo likelihood approach to estimate the hoerpoofile during menopausal transition using a
nonparametric stochastic mixed model.

Professor Charmaine Dean from Simon Fraser Universityrizgd and chaired a discussion session on
joint models of longitudinal data and survival data. Vagamportant issues were raised and discussed, such
as the current challenges in joint modeling, illustratiofgarious applications, and benefits and drawbacks of
various approaches. Professor Farouk Nathoo from UntyargVictoria showed an interesting application
of joint modeling in spatial statistics where the growth iets is modelled using nonlinear mixed effects
models. He also proposed various approaches for estimatidimference. An important issue that received
much discussions is software developments for joint modélgrently, existing software for joint models
is very limited. Developments of software, such as R packagiow joint modelling methods to be more
widely used in practice.

On Wednesday evening, Professor Andrea Rtonitzky from &tdridniversity offered a three-hour lecture
on causal inference. The lecture was well received, withyniga and interesting discussions.

Thursday, August 20

The presentations on Thursday, August 20, focus on impiafapiications, binary, and count data. Professor
Ligun Wang from University of Manitoba chaired the sessionsThursday morning, and Professor Jiayang
Sun from Case Western Reserve University chaired the sesssioThursday afternoon.

Professor John Petkau from the University of British Coliartbegan Thursday’s sessions with a pre-
sentation on an interesting application of neutralizingbenties and the efficacy of interferon Beta-1b in
multiple sclerosis clinical trials. He discussed the gesdf whether neutralizing antibodies (NAbs) impact
on the efficacy of Type | interferons treatments, which is aresolved scientific issue directly related to the
question of how multiple sclerosis (MS) patients shouldreated. He also described the initial analyses
which raised the concern, and the analyses they have catrigd try to resolve this issue. A fascinating part
of their project has been attempting to persuade the negioalocommunity of the need for more detailed
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analyses of the clinical trial data than is customary in taklfio fully address this issue. Following Petkau’s
talk, Professor Andrea Rtonitzky from Harvard Universityalissed estimation and extrapolation of optimal
dynamic treatments and testing strategies from obsenadtiongitudinal data. They considered methods for
using the data obtained from an observational databaseeihealth care system to determine the optimal
treatment regime for biologically similar subjects in ased health care system when, for cultural, logistical,
and financial reasons, the two health care systems différfglhcontinue to differ) in the frequency of, and
reasons for, both laboratory tests and physician visitsteBsor Tze Leung Lai from Stanford University dis-
cussed a dynamic empirical Bayes approach to econometréd gata via generalized linear mixed models.
He first gave a brief review of the literature on credibiligte-making in insurance and default modeling of
corporate loans in finance, particularly on the econometadels used to analyze the associated panel data.
Then they proposed a new, unified class of dynamic empiriegeB models for these longitudinal data and
their subject-matter applications. The advantages otthesdels and their connections to generalized linear
mixed models were also discussed and illustrated.

Dr. Taraneh Abarin from Samuel Lunenfeld Research Instigistve a talk on instrumental variable ap-
proach to covariate measurement errors in generalizedrlimedels. They proposed a method of moments
estimation for generalized linear measurement error nsag&hg the instrumental variable approach. They
also proposed simulation-based estimators for the sitmathere the closed forms of the moments are not
available. Following Abarin’s talk, Mr. Zhijian Chen fromriversity of Waterloo gave a talk on a marginal
method for correlated binary data with misclassified respsnMuch research in the literature has been di-
rected to problems concerning error-prone covariatestlare is relatively little work on measurement error
or misclassification in the response variable. They prop@smarginal analysis method to handle binary
response which is subject to misclassification. Numerizaliss were presented to assess the performance
of the proposed methods.

Professor Renjun Ma from University of New Brunswick orgaad and chaired a discussion session on
random effects modeling of longitudinal data with excesgigros. He first described various applications of
longitudinal data with excessive zeros in different subgeeas and interesting datasets, and then he discussed
different approaches to random effects modeling of lomtjital data with excessive zeros in the literature
(models, estimation methods, etc.) and the relative adgastand limitations of these approaches. He also
proposed new approaches to random effects modeling of dtitaxcessive zeros.

Dr. Li Qin from Fred Hutchinson Cancer Center discussed sstr@gion-based functional linear model
for post-ART viral loads in patients with primary HIV inféoh. Traditionally, such data were analyzed
by approximate parametric or dynamical models, but therpatac forms may be too restrictive while the
dynamical models may be highly assumption dependent. Téyoged model presents a trade-off between
the parametric models and the flexible functional effect®eisited with the viral loads. L-splines are used
to model the viral loads and account for the plausible mamotty in the curves over time. Following Qin’s
talk, Professor Yang Zhao from University of Regina disedskkelihood methods for regression models
with data missing at random. She extended the maximum higeti methods to deal with missing data
problems in longitudinal data analysis.

Friday, August 21

On Friday, August 21, Professors Xihong Lin and Grace Yi nizred a discussion session on emerging issues
of longitudinal data analysis. The session provided a lstuefimary of the presentations and discussions in
the workshop, with discussions of some further issues. dimadl session on Friday ended early since many
participants needed to catch early shuttles and flighterimél discussions continued until Friday afternoon.
Professor Lang Wu from the University of British Columbiaagied the formal session on Friday.

Professor Xihong Lin from Harvard University discussedlgsia of high-dimensional population-based
“omics” data. Population-based “Omics” Studies are olesmnmal studies, including longitudinal studies,
which contain a large number of subjects and massive highutfhout “omincs” data such as genomics,
epigenomics, proteomics, and metabolomics. Genome-Wsdedation Studies (GWAS) have recently be-
come popular for identifying common gene variants for carpiseases, such as cancers. The goal is to
identify genes or gene regions, gene-gene interactionsatieaassociated with a disease or a phenotype.
She discussed various approaches to analyze these ddtelingcmixed effects models and GEE meth-
ods. Professor Grace Yi from the University of Waterloo pided a comprehensive overview of missing
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data problems and measurement error problems in longaudindies. She reviewed existing approaches,
including likelihood methods, weighted GEE methods, s@leanodels, pattern-mixture models, and shared-
parameter models. She also discussed how to address nreastiarors and missing data simultaneously
and other important issues such as how to balance the coitypdéxnodeling and interpretability of model
parameters, model identifiability, model checking, sérigitanalysis, and computational issues. Professor
James Carpenter from University of London provided a summoéthe discussions on sensitivity analysis
for longitudinal data with dropout. He argued that the mastegsible way to frame discussion is to con-
sider how post-withdrawal measures may differ from misgsihgandom (MAR) predictions (i.e. a pattern
mixture approach) and then estimation follows naturallyrwjtiple imputations (Mls). He also summarized
comments from Professors Andrea Rotnitsky and Joe Ibrahinaasal modelling ideas, inverse probability
weighting methods, and local influence measures. The agmtemthat sensitivity analyses should be ac-
cessible and relevant. Professor Jiayang Sun from Casefivd¢serve University also provided a review
on missing data and measurement error problems in long#éilidtudies. She advocated alternative models
and methods and considered mixed-effects selection anithylodels, and presented two new non-Fourier
density estimation procedures from data with measurenmesrse

Outcome of the Meeting

All 42 participants attended the workshop. Among these 4fqigants, there are 20 Canadians, 18 females,
and 14 graduate students or junior researchers. The wqgrkaho attracted a large number of well-known
researchers. The workshop is a great success. Participadtextremely positive experiences with the
workshop, and they were very satisfied with facilities, rmeahd accommodation at the Banff Center. The
workshop had a great impact on the graduate students anat jutgsearchers with respect to their future
career plannings. They find themselves greatly benefited foch a workshop. Senior researchers also
find the workshop an excellent place for strengthening bollation and communication. The organizers
have received many very positive comments, e.g., “Thisadobst workshop | have ever been!”, “This is a
wonderful workshop!”, “I really benefited a lot from the waitkop”. The workshop provides an excellent
opportunity for leading and young researchers in the fieldisouss recent developments, emerging issues,
and future directions in the analysis of longitudinal data.

One of the major goals of the workshop is to strengthen cotkiion and communication among differ-
entresearch groups and consolidate existing ones. We hewessfully achieved this goal. There were many
interesting and active discussions throughout the 5-dakstp. Senior researchers offered their visions,
suggestions, and guidance, and junior researchers learapy latest developments and exciting future re-
search opportunities. Overall, the workshop is timely amigles a great platform for collaborative research
and interactions between methodological and applied relsees. We find that BIRS is an ideal place for
such communications, and we believe that we could not aetitey same results in a “classical” scientific
meeting.

Finally, workshop participants have expressed great agiien to BIRS and Banff Center staff mem-
bers for the outstanding local arrangements and serviceaiticular, the workshop organizers would like
to express their sincere appreciation to the BIRS Stationdgar Brenda Williams and BIRS programme
coordinator Wynne Fong for their extremely professiongp hé/e understand that there is a large amount of
work involved in the organization and local arrangementstie workshop. The wonderful BIRS staff team
has made the workshop a very successful one!
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New Mathematical Challenges from
Molecular Biology and Genetics
(09w5062)

Sep 6 -Sep 11, 2009

Organizer(s): Richard Durrett (Cornell University), Ed Perkins (Univiysof British
Columbia)

Introduction

This meeting brought together a broad spectrum of reseaeoeoss the continuum from mathematics to
molecular biology. The coalescent and other genealogicdual processes were a common tool for the
study of the effects of natural selection, population suisdin, large family size, etc. on genetic diversity.
The motivation for these investigations is, of course, ®werious statistics to infer which forces have acted
in the evolution of genetic loci. Rather than try to recouhb&the many developments, we will highlight
some.

Six Exciting Research Directions

Next generation sequencing methods produce a huge numisbiodf DNA reads. Andy Clark described
problems in the use of these methods to study gene convendiandem arrays of duplicated genes. Mathe-
matical methods need to be developed if we are going to makaalpuse of this type of data.

In some bacteria the genic content varies widely betweenriduhls. Peter Pfaffelhuber discussed meth-
ods for inferring rates of evolution, which generalize thénite alleles model but lead to a number of new
mathematical and biological questions.

Much of genetics studies the evolution of neutral loci, whi@ve no consequences for the reproduction
of individuals. However, in many cases when the mean numbeffspring is constant the variance of the
number of offspring varies. Jay Taylor investigated theseguences of this fecundity variance polymor-
phism for genealogies. His model was biologically motidabeit also had some fascinating mathematical
properties. The models typically produce differences i (tackward) genealogies but not in the forward
frequency diffusion models.

Itis important to understand the mechanisms of regulatomyaiex assembly to understand how genes are
described. Steve Evans showed that “simple models” with ardozen states lead to serious mathematical
complexities when one wants to symbolically compute fomsuhther than just produce simulation curves.
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Paul Joyce works with experimentalists studying the evmtuof viruses in the laboratory. He showed
how extreme value theory could give insights into the disttion of fithess improvements in this system.
More specifically although past work assumes the fitnessilalision belongs to the more standard Gum-
bel domain of attraction he considered two other domains featreme value theory (Weibull and Frechet
corresponding to truncated and fat tails, respectivelyje Tab results suggest that in some cases the theo-
retical results predicted by assuming it belongs to the Wedomain of attraction provide a better fit. The
combination of elegant mathematics with experimentalltesuas particularly attractive.

Mueller’s ratchet refers to the steady accumulation oftéeieus mutations in systems, especially those
without recombination. Anton Wakolbinger asked “When dd®s ratchet click rarely?” (in the large
population limit). His conjectured answer (with Alison Etidge and Peter Pfaffelhuber) in terms of the
selection and mutation parameters is an interesting opavigm which kept some of the participants busy
through the meeting. The Fleming-Viot model used to modelrtichet in the large population limit is a
discrete type version of a continuous branching model b&tindied by one of the students (Hardeep Gill) at
the meeting.

Substantial progress on a recent topic

Six talks on the second day concerned Aheoalescent which occurs when individuals have widelyalaa
number of offspring. Talks discussed how to use the modehference, compute likelihoods for this model
and its site frequency spectrum, investigate its propewieen selection acts or individuals are distributed in
space. At the biological end, Ori Sargsyan proposed a azaiémodel (actually a mixture df coalescents)
to describe the multiple mergers of the genealogies of maspecies such as the Pacific oyster. At the
mathematical end, Jason Schweinsberg showed how thisgsracel the Bolthausen-Sznitzman coalescent
in particular arose in a branching Brownian motion with apton. The latter is proposed as substitute for
a fixed population model with selection proposed by Brunet @tho conjectured the Bolthausen-Sznitman
coalescent should describe its genealogies.

This meeting allowed individuals who work on this topic tacbange ideas and to explain the workings
and consequences of this model to biologists, and also efldhe biologists to present modeling situations
where it may arise.

Scientific Progress Made

It is now three weeks since our meeting and it is unrealistipdint to immediate scientific breakthroughs
which have been worked out since the meeting. However, a auailmew insights were communicated at the
meeting and new collaborations have been launched. Thetdsince for the benefits of a meeting bringing
together biologists and mathematicians is in the letterbawve received from the participants (which include
at least one “Eureka” after all):

Senior Scientists

Dear Ed and Rick,

Thanks so much for taking the time to set up such a successkkwl he BIRS workshop will be helpful
to me and my research group in a variety of ways.

- Rasmus Nielsen’s work on probabilities of identity by descand some of Jeff Jensen’s approaches
using summary statistics in an approximate Bayesian coatipatmay very well be helpful to the researchers
in Michael Hammer's lab

- Paul Joyce’s small scale, laboratory based, evolutionaoylels is close in scientific perspective to
Joanna Masel, an evolutionary biologist at the Univerdi#grizona. | plan to present some of these results to
the Masel group. Joanna and | share a doctoral student, Besgrtson. Idaho looks like a good postdoctoral
opportunity for Grant.

- Jay Taylor and Bob Griffiths have made advances in the workrarestor selection graphs under a
variety of backgrounds. This will be helpful in our group’®fk on the nature of modeling of genetic
resistance to disease for our study area in the Indonestaipatago.
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- Steve Evans approach to regulatory complex assembliesyssimilar to an approach used by some of
my colleagues and me in the study of allosteric proteinsémpittesence of a heme. | plan to maintain contact
with Steve as we try to add to the list of biochemical systelnas will be amenable to this Marlov chain,
pinch point methodology.

- Our group is presently working with Ryan Gutenkunst. Hogreit was a good opportunity to catch up.

Finally, | enjoyed the advances seen on work on the lambdaswment and on sampling formulae. It was
also very helpful to me to make personal connections witkabolators of my collaborators and delightful
to have the opportunity to catch up with a few individuals thaave now known for more than a couple of
decades.

Best, Joe Watkins, U. Arizona.

Rick and Ed, Great thanks to both of you for organizing a wofuleneeting in a fabulous setting. ... The
mathematics of the lambda-coalescent is very interedbiuigat this meeting | finally got some examples of
marine organisms where this type of model might be usefulo#the talks were interesting, but a few stood
out for me because they had a profound effect on my thinkihgs€ talks either provided a new perspective
on topics | am or have worked on, or they got me interestedpit$athat | had yet work on. Andy Clark’s
talk is a good example of the later. At Idaho, | am involved ioeater grant from NIH where, as part of
that grant, we invested in the relatively new 454 sequencdagl have been trying to wrap my head around
the implications of this next generation sequencing tetdgyon population genetics. | had never thought
about how these new short read sequence data could allownfmich more comprehensive study of gene
conversion. It has been a long time since | have thought ahéiearly work of Nagylaki and Ohta, so
| am planning to go back and read those old papers as well ag'#Anwrk. Rasmus Nielsen’s talk was
very insightful...l have been developing methods for distgooverdominance selection, where the primary
data for my methods is the HLA region. However Rasmus’s clalentity by descent approach shows that
overdominance cannot explain the significant increase . IBis paper is now a must read for me. Yun
Song’s talk was really impressive and it made me wonder iimae logic used to get a large recombination
approximation to the sampling distribution for the AncakiRecombination Graph (ARG) could be used to
get a similar approximation to the Ancestral Selection G5 G) that was devised by Krone and Neuhauser
in the late 90’s. This could have a major impact on making AS&able as an inference tool. | plan to be
in contact with Yun to get his views on this problem. | alwagarin so much from these smaller conferences
with a more specific agenda than the big conferences. Son abainks for putting this together. Also, BIRS
and the Banff Center facilities were great.

Paul Joyce, U. Idaho

Dear Rick and Ed,

Thanks again for hosting the BIRS meeting on Mathematicalll€hges from Molecular Biology. |
learned a great deal at the meeting, and got an especialbretertake-home from the meeting. We have
been working with a group that sequenced two genes in 15,800l@, with the goal to understand the nature
of rare variation in humans. Rare variation is all the rag® mohuman genetics, because people think that it
might be responsible for the "missing heritability” — thepgaetween estimated heritability and the variation
explained by genome-wide association studies. Our sanfifil®,000 actually exceeds the typical estimates
of the human effective population size ( 10,000), violatisgumptions of the Kingman coalescent. | did some
scratching and simulating and saw that this should resuidbime multiple mergers, possibly inflating rare
variants. Wakeley and Takahashi wrote a paper on the prolienh had no idea that the lambda coalescent
was generating so much excitement among mathematical giigpubeneticists. | got a great deal from the
talks and discussions with Bob Griffiths, Matthias Birkrn@rj Sarasayan and Nathaniel Berestycki. This is
work that we are deeply engaged in now, so the timeliness dinfinthis literature and this gang of experts
was perfect.

While | do a certain amount of work in theoretical populatgemetics, | am not a mathematician, and
most of the mathematicians at the meeting could have givks tfaat would be totally incomprehensible to
me. But they found a good compromise level that kept all wetjagyed. | deeply appreciate this kind of
stretch-your-boundaries meeting, and the way the BIR®S&irun is just superb.

sincere thanks, Andy

Andrew G. Clark Molecular Biology and Genetics 227 Biotealogy Building Cornell University

Ed and Rick,
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1) I had some discussions with Rick Durrett and John Maybasput cancer modeling, which could help
to guide the direction of my future research in this area.

2) | had a short discussion with Jay Taylor about the modelitstaidied in my talk, which might enable
me to formulate more biologically realistic models for frguwelated work.

3) | had a brief discussion with Nathanael Berestycki conicgyr how to finalize the write-up of our joint
paper. We also briefly discussed possible follow-up work.

4) | learned about some intriguing open problems, includipgoblem about Muller’s ratchet from Anton
Wakolbinger’s talk and a problem about characterizing thesfble coalescent processes dual to a given
diffusion from Jay Taylor’s talk.

5) From the conference overall, | got the impression thaleszant processes with multiple mergers were
being taken more seriously by biologists than | had prewotheught.

Jason Schweinsberg, U. California, San Diego.

Junior Researchers

As a young researcher, | found the dialogue between matleares and biologists at this meeting a
refreshing example of what cross disciplinary researchbealike. It was a great opportunity to learn more
about what type of questions researchers in populationtigsrand evolutionary biology really care about
and | came away from the meeting feeling less timid aboutadlgtdiscussing my work with people in other
disciplines. The last two papers | worked on claimed to haetobical motivation, but were criticized by
referees (and rightly so) for lacking biological relevanteealize now that any future projects | work on
related to the analysis of biological models could be vergimmproved by increased discussion with actual
biologists and hopefully made a couple of contacts thisthrgt | can write to in the future with questions.

John Mayberry, Cornell U.

| have been working pretty hard on the project | spoke abo®anff for the whole summer, and was
fairly happy with how it came together. Only one thing wasgsing: a theorem describing the behavior for
larger distance matrices. Although it’s clear that the l@feinderstanding we have of the system for small
cases won't be possible in the larger case, one should béapteve something about it. | was very much
hoping to prove such a theorem in the weeks leading up theoemée, and had even left a "gap” in the slides
for such a theorem. Unfortunately, no such theorem predétstelf. However, in the afternoon after giving
my talk | had the insight | needed to prove the missing theodanfact, the new theorem is quite a bit more
general than | had hoped for, and will be one of the main resaitthis work. I'm not sure if it was a product
of the discussions | had at BIRS, the quiet time away from thieausity, or the stimulating mountain air, but
I'm definitely going home with a souvenir!

Thank you again for inviting me!

Erick Matsen, U. California, Berkeley.

Hi Ed and Rick,

Thanks very much for organising the workshop — | really eajbit.

This is still an area I'm learning about, so it was incredibseful to me to have such an array of experts,
and many excellent talks, to learn from.

More particularly:

I learnt from Jason’s beautiful talk that the Bolthausemizan coalescent (which | have spent a lot of
time studying) might have some biological relevance afiiér a

It looks like Nathanael, Alison and | might have got startedaocollaboration based on a something
which came up in discussion following Ori’s talk.

Nathanael and | had some interesting conversations abeepganal times for coalescent processes.
Likewise, there’s work for us to do here!

Best wishes, Christina Goldschmidt, U. Warwick.
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Linear Algebraic Groups and Related
Structures (09w5026)
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Organizer(s): Alexander Merkurjev (University of California Los Ange)esviadimir
Chernousov (University of Alberta), Zinovy Reichstein (irsity of British Columbia),
Jan Minac (University of Western Ontario)

A brief historical introduction

In the early 19th century a young French mathematician E0i€&lid the foundations of abstract algebra by
using the symmetries of a polynomial equation to describgtioperties of its roots. One of his discoveries
was a new type of structure, formed by these symmetries. sthisture, now called a “group”, is central to
much of modern mathematics. The groups that arise in thexboftclassical Galois theory are finite groups.

Galois died in a duel at the age of 20; his work was not undedsty recognized during his lifetime.

It took much of the rest of the 19th century for his ideas todmtiscovered, absorbed and applied in other
contexts. In the context of differential equations, thetEas were advanced by E. Picard, who, following a
suggestion of S. Lie, assigned a Galois group to an ordin#srential equation. This group is no longer fi-
nite. It naturally acts on the-dimensional complex vector spakeof holomorphic solutions to the equation.
In modern language, the Galois groups that arose in Pictreksy are algebraic subgroup@L (V).

This construction was developed into differential Galdisdry by J. F. Ritt and E. R. Kolchin in the
1930s and 40s. Their work was a precursor to the modern tled@igebraic groups, founded by A. Borel,
C. Chevalley, J.-P. Serre, T. A. Springer, and J. Tits stauith the 1950s. From the modern point of view
algebraic groups are algebraic varieties, with group dfmrsigiven by algebraic morphisms. Linear alge-
braic groups can be embeddedin,, for somen, but such an embedding is no longer a part of their intrinsic
structure. Borel, Chevalley, Serre, Springer and Tits wdgdbraic geometry to establish basic structural
results in the theory of algebraic groups, such as conjugaayaximal tori and Borel subgroups, and the
classification of simple linear algebraic groups over amlatgically closed field. Considerations in number
theory, among others, require the study of algebraic groupsfields that are not necessarily algebraically
closed. This more general setting was the primary focus farimof the work discussed in the workshop.

Inthe 1960s J. Tate and J.-P. Serre developed a theory ois@aloomology. Serre published his influen-
tial lecture notes on this topic in 1964, they have been eelvend reprinted several times since then. Galois
cohomology can be viewed as an important special case lef@&homology,

In the 1970s the work of H. Bass, J. Tate and Milnor, estabtistonnections among Milndx -theory,
Galois cohomology, and graded Witt rings of quadratic farmgarticular, Milnor asked whether (in modern
language) Milnor K-theory modul@, is isomorphic to Galois cohomology witf, coefficients. A more
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general question, witB replaced by an odd prime, was posed in subsequent work ohBlod Kato and
became known as the Bloch-Kato conjecture.

Since the 1980s there has been rapid progress in the thealgediraic groups due to the introduction
of powerful new methods from algebraic geometry and algeltopology. This new phase began with the
Merkurjev-Suslin theorem which settled a long-standingjecture in the theory of central simple algebras,
using a combination of techniques from algebraic geometd/k-theory. The Merkurjev-Suslin theorem
was a starting point of the theory of motivic conomology donsted by V. Voevodsky. Voevodsky developed
a homotopy theory in algebraic geometry similar to that @eakaic topology. He defined a (stable) motivic
homotopy category and used it to define new cohomology tegstich as motivic conomology, K-theory and
algebraic cobordism. Voevodsky’s use of these technigemdted in the solution of the Milnor conjecture
for which he was awarded a Fields Medal in 2002. For a disonssi the history of the Milnor conjecture
and some applications, see [16]. The Bloch-Kato conjeatia® recently proved by Rost and Voevodsky;
see [51, 58, 59, 60, 61, 62, 63].

Recent Developments

Quadratic forms

In the last 20 years there has been a virtual revolution irttteery of quadratic forms. Using motivic meth-
ods and Brosnan’s Steenrod operations on Chow groups, Mevkarpenko, I1zhboldin, Rost, Vishik and
others have made dramatic progress on a number of longhstpoden problems in the field. In particu-
lar, the possible values of theinvariant of a field have been shown to include all positiverenumbers
(by A. Merkurjev, disproving a conjecture of Kaplansk9)by O. Izhboldin, and every number of the form
2" +1,n > 3 by A. Vishik. (Vishik’s result was first announced at our 20BERS workshop.) Another
breakthrough was achieved by Karpenko, who described tbsilde dimensions of anisotropic forms in the
nth power of the fundamental ide&lt in the Witt ring, extending the classical theorem of Arasnd Bfister.

In [45] R. Parimala and V. Suresh settled the open questiarnether the:-invariant of function fields of
p-adic curves i8¢ affirmatively if thep-adic field is non-dyadic. Their work relies upon the prewework of
D. Saltman on Galois cohomology and on the work of Kato oragerinramified cohomology groups. In a
completely different way using patching methods in Galbeory, D. Harbater, J. Hartmann, and D. Krashen
reproved this result in [21]. Recently R. Heath-Brown usealgtical methods to obtain sufficient conditions
for common zeros of systems of quadratic forms gwadic fields and this result was used by D. Leep to
show in particular that the-invariant ofQ, (¢1, ..., t,) is 2" 2. This extends the work of [45] and [21] in
two significant ways: the transcendence degree need nptdel the prime can be2. Leep’s work is not
yet available in the preprint form.

Algebraic surfaces

An important development in the theory of central simpleslgs is the proof by A. J. de Jong, of the long
standing period-index conjecture; see [9]. This conjexasgserts that the index of a central simple algebra
defined over the function field of a complex surface coincigéh its exponent. Previously this was only
known in the case where the index of a central simple algediatre form2™ - 3™ (this earlier result is due to

M. Artin and J. Tate). In a subsequent paper de Jong and J.f&tad a new striking solution of the period-
index problem by constructing rational points on famili€&Soassmannians. Yet another geometric approach
for the index-period problem was developed by M. Lieblichellich’s approach is based on constructing
compactified moduli stacks of Azumaya algebras and studiieigproperties. Using his geometric methods,
M. Lieblich in particular was able to prove a variant of theipd-index conjecture for a Brauer group of a
field of transcendence degreeverF,. (See [35].)

Similar methods were used by A. J. de Jong, X. He, and J. Stastablish Serre’s conjecture Il in the
geometric case by showing that evérytorsor over the function field of a complex surface is siflitere the
linear algebraic grougr is assumed to be connected and simply connected.) Forsjetad [15].

The methods they used and their refinements are likely to gaynportant role in future research on
currently open problems in the theory of algebraic groups.
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Cohomological invariants

Many fundamental questions in algebra and number theomgtated to the problem of classifying G-torsors
and in particular of computing the Galois cohomology Bét k, G) of an algebraic group defined over an
arbitrary fieldk. In general the Galois cohomology sBt' (k, G) does not have a group structure. For
this reason it is often convenient to have a well-defined tioni@l map from this set to an abelian group.
Such maps, called cohomological invariants have beendatred and studied by J-P. Serre, M. Rost and A.
Merkurjev. Among them, the Rost invariant plays a partidylanportant role. This invariant has been used
by researchers in the field for over a decade but the details ofefinition and basic properties have not
appeared in print until the recent publication of the bodld [y S. Garibaldi, A. Merkurjev and J.-P. Serre.

This book, together with the previous book of M. Knus, A. Marjev, M. Rost, and J.-P. Tignol ([29])
have become standard reference sources for current reseaigebraic groups.

Galois theory

Let F' be a field containing a primitive-th root of 1. D. Benson, N. Lemire, J. Mina€ and J. Swallow recently
gave a complete classification of the non-trivial prgroupsG with a maximal closed subgroup which is
abelian and of exponeptwhich are realizable a§'r /G, |G g, Gr] whereG is an absolute Galois group
andGg is a subgroup of index in G i, was obtained (see [6]).

They also used the Bloch-Kato conjecture to produce new phesof prop-groups which cannot be
realized as absolute Galois groups.

Consider the-descending central seriés: = G4 5> G2 5 ¢ > ..., whereG™ = (W)
(Gr, G\, and seGY = Gp/GY.

In the recent paper [11] it is shown thét[lji’] is a Galois-theoretic analogue of Galois cohomology.
This group controls Galois cohomology (as a subring of itsoenology ring generated by one-dimensional
classes) and?E{Z’] can be constructed using Galois cohomology and Bockstemesits inHQ(GEE] ,F,). This
is used in obtaining examples of interesting families of-prgroups which cannot be realized as absolute
Galois groups. The grou@g’] is interesting. On the one hand, it controls important amikic information
about the fieldr', including all non-trivial valuations and orderings. Or thther hand, the structure of this
pro-p-group appears to be fairly accessible and should be stiwlitier.

Essential dimension

Essential dimension is a numerical invariant of an algetgedupG, which, informally speaking, measures
the complexity ofG-torsors over fields. It is is usually denoteddl(G).

For finite groups the notion of essential dimension was thioed in 1997 by Buhler and Reichstein in [8,
9] as a natural byproduct of their study of classical quest@bout simplifying polynomials by Tschirnhaus
transformations and algebraic variants of Hilbert’s 13tbippem. There is also an interesting connection with
generic polynomials and inverse Galois theory; see [8], §&ttion 8].

Essential dimension was then defined and studied for (pggsisifinite) algebraic groups by Reich-
stein [49] and Reichstein—Youssin [50]. In this contextitieory of essential dimension is a natural extension
of the theory of “special groups” initiated by J.-P. Serrg¢56]. Over an algebraically closed fieldspecial
groups are precisely those of essential dimen8jahese groups were classified by A. Grothendieck [20].
The essential dimension may thus be viewed as a numericaureeaf how far a given algebraic group
G is from being special. Another such measure is the relateatiemt of the canonical dimension 6f;
see [4, 28, 64].

Between 2000 and 2007 the essential dimension has been taahfpua number of algebraic groups,
using a variety of techniques. One interesting connectowith the notion of cohomological invariant,
previously studied by Rost, Serre and others (see Sect®ni2G has a cohomological invariant of degrée
thened(G) > d. Another highly fruitful connection is with the existencenon-toral finite abelian subgroups
in G; every such subgroup gives a lower bound on the essentigndiion ofG; see [50] and [19].

Initially these results were obtained over an algebrajadtised base field of characterisficmany were
then proved under milder assumptionsigrsee [3, 13]. On the other hand, even over the field of complex
numbers, for many groups, the problem of computing the essential dimensio&'@&émains wide open. For
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example, for all but finitely many values ofthe projective linear groupGL,,, or the symmetric group,,
are in this category; in this cases the problem of computit{gr) is closely related to classical questions in
Galois theory and the theory of central simple algebrapgaesely. Even for finite cyclic groups = Z/nZ
viewed as algebraic groups over the field of rational numltleesexact value afd(G) is not known for most
n.

Merkurjev [39] and Berhuy—Favi [3] have further extendegltiotion of essential dimension to a covariant
functor. In this setting the essential dimension of an algietgroup is recovered from its Galois cohomology
functor H' (%, G).

Important developments in this subject have occurred dwepast 3 years. The first breakthrough was
due to Florence [16] who computed the essential dimensioyaic p-groupsZ/p”Z over a field containing
a primitive pth root of unity.

Next came a key idea, due to Brosnan, to study essential dioveim the context of algebraic stacks. To
a stackX defined over a field one associates the functor

K + isomorphism classes @ -points of X

for any field extensiodk/k. The essential dimension &f is then defined as the essential dimension of this
functor. The class of functors of this form turns out to bedat@nough to include virtually all interesting
examples, yet geometric enough to be studied by algebrogeiz techniques. There are many important
stacks in algebraic geometry, e.g., the moduli stacks obsim@r stable) curves of gengsor moduli stacks

of principly polarized abelian varieties, and it is naturabsk what essential dimensions of these stacks are.
These questions are answered in [7].

What is perhaps, more surprising is that stack-theoretithaus have led to strong new lower bounds
in the “classical” situation, for some algebraic groups Note that in the language of stacks the essen-
tial dimension of an algebraic group is the essential dimension of the classifying st&®X. A key role
in establishing this connection is played by the above-meat notion of canonical dimension and an in-
compressibility theorem of Karpenko ferprimary Brauer-Severi varieties [25]. Brosnan, Reicimstend
Vistoli [5, 6] recovered Florence’s results from this podrfitview and computed the essential dimension of
the spinor grougspin,, for most values of.. Surprisingly,ed(Spin,,) increases exponentially in, while
previous lower bounds were linearsin

Karpenko and Merkurjev [28] refined the techniques of [5] @oednbined them with new results on
Brauer-Severi varieties to give a simple formula for theeasial dimension of any finite-groupG over a
field containing a primitiveth root of unity. This is a far-reaching extension of the woflElorence [16]. A
key ingredient of the proof is an extension of Karpenko'simgressibility theorem to products pfprimary
Brauer-Severi varieties.

The Karpenko-Merkurjev theorem and its methods of prookehgreatly influenced the research in the
area over the past two years. In particular, it led to thet&wiwof several previously open questions about
essential dimension; see [42]. There has also been muchamoeiktending Karpenko’s Incompressibility
Theorem to other classes of varieties, e.g., HermitianesppxS] or generalized Brauer-Severi varieties [26].
In [38] the techniques used in the proof of the Karpenko-Medv theorem are further refined to give a
general formula for the essential dimension of a largersctdgroups, which include twistgggroups and
algebraic tori.

The latter formula was recently used by Merkurjev, in coralion with the techniques developed in [40],
to give striking new lower bounds on the essential dimenefd?GL,,, wheren = p” is a prime power. He
shows thatd(PGL,,) > (r — 1)p” + 1. Forr = 2 this was shown in [40] (and far = p = 2 in [52]). For
r > 3 the best previously known bound wa$(PGL,,) > 2r.

Lectures delivered at the workshop
For the purpose of this report we have grouped the 27 lechresented in the workshop into seven sections

as follows. Note that work of the participants is quite ifdeked, and some of the talks relate to more than
one of these topics.

1. Quadratic forms,
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2. Algebraic surfaces,

3. Galois theory and Galois cohomology,

4. Essential dimension,

5. K-theory, Chow groups and Brauer-Severi varieties,
6. Structure of algebraic groups,

7. Representation theory of algebraic groups.

We will now briefly report on the content of each lecture.

Quadratic forms

Asher Auel: “A Clifford invariant for line bundle-valued qu adratic forms”.

Line bundle-valued quadratic forms on schemes were firstidgitip considered in the early 1970s by
Geyer, Harder, Knebusch, and Scharlau to study residuedimsp and by Mumford to study theta charac-
teristics. Motivated by the triangular Witt and Grotherudi@/Nitt groups introduced by Balmer and Walter,
and by the investigation of Azumaya algebras with involutim schemes by Knus, Parimala, Sridharan, and
Srinivas, the theory of line bundle-valued quadratic folras only recently taken on its own significance.

Aline bundle-valued quadratic for(d, ¢, £) on a schem& (where 2 is invertible) is the data of a locally
free O x-module (vector bundled of finite rank, an invertibl& x-module (line bundle), and a symmetric
Ox-module morphisng : £ ® &€ — L. A classical quadratic form oX is a line bundle-valued quadratic
form with values in the trivial line bundl®x. A line bundle-valued quadratic form may be thought of as
a family, over the points o', of vector spaces with a quadratic forms taking values inedimensional
vector space without a fixed choice of basis. Important exesngrise from the middle exterior powers of
cotangent bundles of smooth varieties of dimension diladily 4.

The first natural cohomological invariant of a quadratieripthe discriminant, generalizes to line-bundle
valued quadratic forms of even rank by the work of Parimald @ridharan. This current work concerns
the construction of the second natural invariant, the @iiffinvariant, to line bundle-valued quadratic forms.
The classical construction of the Clifford invariant (of even rank quadratic form) as the Brauer class of
the full Clifford algebra does not generalize to line burdédued quadratic forms. By the work of Bichsel
and Knus, there is no full Clifford algebra of a line bundkgted form with values in a nonsquare line
bundle. This can be interpreted as the nonexistence of aahdgpin” cover of the group of orthogonal
similitudes. In its place we have constructed a natural-fold cover of the group of proper orthogonal
similitudes by the even Clifford group. This yields an étabhomological invariant of line bundle-valued
forms of trivial discriminant and rank divisible by 4. Thisviariant has the novel feature of residing in the
2nd étale cohomology group with-coefficientsHZ, (X, 14) and interpolating between the classical Clifford
invariant and the 1st Chern class modulo 2 of the value limallau In low dimensional cases, this invariant
recaptures the classifications of line bundle-valued catadiorms in terms of reduced norms and pfaffians.

The work of Parimala and Scharlau on the Witt groups of cuoxes local fields provides examples of
2-torsion Brauer classes that are not represented by tffer@linvariants of quadratic forms. This seems to
contradict Merkurjev’s theorem over schemes. To the coptvee conjecture that in the case of curves over
local fields, all 2-torsion Brauer classes are representétlifford invariants of line bundle-valued quadratic
forms.

Eva Bayer-Fluckiger: “Hasse principle for automorphisms o lattices”.
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An integral lattice is a paifL, b), whereL is a freeZ-module of finite rank, andl: L x L — Z is anon-
degenerate symmetric bilinear form. O®ewe can write in the diagonal form forngl, ..., 1, —1,...,—1).
The signature of L, b) is then defined agr, s) wherer is the number ofl’s ands is the number of-1’s.
We say thab is definite ifr or s is 0. Otherwiseb is indefinite. (L, b) is called even ib(x, z) € 2Z, for all
x € L.

Fact: (r — s) is divisible by8.
Assume that € SO(L,b) andr + s = rank(L) is even. Then the characteristic polynonyiét) € Z[x]
of t is reciprocal, i.e.f (z) = z4°¢/ f(z~1). Conversely, given a reciprocal polynomjdk) € Z, we define:

Definition (L, b) is an f-lattice if (L, b) is even, unimodular, and there exists SO(L, b) whose character-
istic polynomial equalg.

Questions. 1)For which f € Z[x] does there exist afi-lattice? 2) For which f € Z[x] does there exist an
f-lattice with a prescribed signature:, s)?

These questions are solved in the definite case. In the in@efase, D. Gross and C. McMullen provided
the necessary conditions gn These conditions are conjecturally also sufficient i irreducible. D. Gross
and C. McMullen proved this conjectureljf(1)| = | f(—1)| = 1.

Bayer-Fluckiger's main result is the following Hasse [eijale for Question 1) above.
Theorem. (Eva Bayer-FluckigerThere exists arf-lattice overZ iff there exists ary-lattice overz,.

Bayer-Fluckiger also briefly discussed a similar but sofmwmore complicated Hasse Principle for
Question 2). She concluded her lecture with several exanple

Detlev Hoffmann: “Differential forms and bilinear forms un der field extensions”

The behaviour of algebraic objects such as Galois cohormgalogups, Milnor K-groups or quadratic
forms under field extensions is an important problem in theysbf these objects. For example, a crucial part
in the proof of the Milnor conjecture by Orlov-Vishik-Voeslsky relating MilnorK -groups modul@ and the
graded Witt ring was the determination of the kernel of themd?! (F)/2 — KM (E)/2 between Milnor
K-groups modul@, whereE = F(q) is the function field of a particular type of quadric (givendygertain
Pfister neighbor) over a fiel#l of characteristic na2. In the proof of the Bloch-Kato conjecture, such kernels
are again important for field extensions given by functioldfef so-called norm varieties as defined by Rost.
Another example that has been studied extensively is thavilr of Witt rings (in characteristic n@) under
field extensions. In general, determining such kernelsrig d#ficult, and only few results are known. For
instance, in characteristic ndta complete determination of Witt kerndl§(E/F) = keW F — W E) for
arbitrary algebraic extensions of degfée: F] = n is only known forn odd (where the kernel is trivial due
to Springer’s theorem), fat = 2 (easy and well known) and = 4 (proved by Sivatski only in 2008).

Here, we consider the case of a fididof characteristi@ and the Witt ringlV F' of symmetric bilinear
forms overF'. It turns out that in this situation, Witt kernel§ (E/F') can be determined explicitly for
a large class of field extensions going far beyond what is knmwhe case of characteristic n@t Let
X = (X1,...,X,) be ann-tuple of variables: > 1), and letg(X) € F[X] be irreducible. The function
field E = F(g) is defined to be the quotient field of the integral dom&iX]/(g). If n = 1, E is nothing
else but a simple algebraic extension. kop 2, one obtains function fields of hypersurfaces. We derive a
complete and explicit description & (FE/ F') in terms of the coefficients of the polynomidlX ). The proof
relies heavily on the use of differential forms. More prebislet ' now be a field of positive characteristic
p > 0 and letQ™(F) denote the Kahler differentials in degreeover F' (with respect to the prime field
F,). We compute the kerndl(E/F) for function field extension& = F(g) for arbitrary irreducible
g(X) € F[X]. Inthe cas® = 2, one can then use a famous theorem by Kato and results byrévBeaieza
to compute the kernel& /I"*1(E/F) for the graded Witt ring, from which the result 6% (E/F') follows
by some standard arguments.

Algebraic surfaces

Mark Blunk: “del Pezzo surfaces of degree 6 and derived catewies”.
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M. Blunk’s thesis focuses on an explicit description of agrigeometrically rational surfacedgl Pezzo
surfaces of degree.6He relates del Pezzo surfaces of degree 6 over an arbiteddyHito the following
algebraic information: a triplé B, Q, K'L), consisting of a separable algebBaof constant rank 9 with
centerK étale quadratic, a separable algefraf constant rank 4 with centdr étale cubic, such thd and
Q containK L := K ®p L as a subalgebra, and the corestrictions,»(B) andcor; ,»(Q) aresplit, i.e,
isomorphic to matrix rings. The main result is:

Theorem 0.1. There are bijections, inverse to each other, between thanfiolg two sets: The set of iso-
morphism classes of del Pezzo surfaces of degree 6/6vand the set of tripleéB, @, K L), modulo the
relation: (B,Q, KL) ~ (B',Q’, K'L’) if and only if there are’-algebra isomorphismss : B — B’ and
¢¢g : @ — Q' such thatyp andog agree on their restriction to the subalgeBfd. This restriction is then
an isomorphism of-algebras fromK' L to K'L'.

B and@ can be realized as the global endomorphism rings of two véctedlesZ and.7 on.S. M. Blunk
is able to use these vector bundles to give an explicit detseni of the K -theory of the surfacé.

Theorem 0.2.K,,(S) =2 K, (F) ® K,(B) ® K,(Q), whereK,, is thenth Quillen K-functor.

Similarly, the vector bundleg and 7 can be used to relate the derived category of coherent sheave
on S to the derived category of finitely generated modules overrthg A = Endp,(Os @ Z & J), a
finite dimensionalF-algebra with semi-simple quotieAt x B x Q. In particular, the functoHom (7, —) :
Coh(S) — mod A induces a natural equivalend@Hom (7, —) : D*(Coh(S)) = D?( mod A).

Daniel Krashen: “Patching topologies and local global prirtiples”. (Joint work with D. Harbater and
J. Hartmann.)

Patching methods were successfully used by D. Harbater limis3heory. He proved in particular that
every finite group is a Galois group of a regular extensiof@pft). Recently some other exciting results
in patching theory and its applications #einvariants in quadratic forms and Brauer groups were obtai
by D. Krashen, D. Harbater and J. Hartman. This talk is a miakry report on the further development
of patching theory. Its aim is twofold: to pay a special atftemto the relationship between factorization
and local-global principles and second, to extend the lfastorization result to the case of retract rational
groups, thereby answering a question posed by CollioteEFige

Broadly speaking, for a given field the patching method is a procedure for constructing newsfield
F¢ which will be in certain ways simpler thal and to reduce problems concernifigto problems about
variousFe. The focus of Krashen's talk was the function figldof a p-adic curveX and different kind of
geometric objects associated to it. Using geometric methodshen introduced a kind of "completions
of F" and using patching technique he talked about local-gloti@tiples for Brauer groups, quadratic forms,
homogeneous varieties and etc. The details, referencesoamel examples are in [31].

Raman Parimala: “Degree three Galois cohomology of functio fields of surfaces” (Joint work with
V. Suresh.)

A few years ago Parimala and Suresh proved a long standingatare that the:-invariant of the function
field of a curve over a-adic field wherep # 2 is 8. Their proof heavily depends on properties of degree
three Galois cohomology of function fields of curves. In ek Parimala discussed local-global principle
for degree three Galois cohomology of function fields of aces.

Theorem. (Parimala and Suresh). Laf is a regulaR-dimensional, excellent integral schenfe= F(X),
l € O, my € F. LetQ be the set of discrete valuations Bf associated to the points af € X' of
codimensionl. Supposed? (F(X),w) = 0, andH2, (k(z), ;) = 0,Vx € X!. Then an elemerg
H3(F, 1) is divisible bya = (a)(b) € H?(F, 1) if and only if it is divisible locally for allv € Q.

Parimala also explained several applications of this lgtalbal principle in computing u-invariant, study-
ing properties of a conic fibratior — X where X is a smooth projective surface over a finite field and
describing)-cycles of varieties over global fields.

David Saltman: “Ramification in bad characteristic” .
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In the past, Saltman obtained important results on ceritrgdle algebras over function fields pfadic
curves, by carefully examining ramifications. These rasuttre used by R. Parimala and V. Suresh in show-
ing that au-invariant over a non-dyadig-adic function field, i3, and they are also clearly of independent
interest. One particularly interesting motivation is thed-standing problem of whether each division algebra
of degreep is cyclic.

In his talk, D. Saltman examined the most difficult case ofedixharacteristic. Le¥ be a nonsingular
surface with a field of fraction& = F'(.S). For every curve& C S consider the stalK; .. Then
Br(S) =N ¢cs Br (Og,c) < Br(F(9)).

The key problem is to describe ways to split a central simlgel&ac« over F'(S) where the order o
in the Brauer group is not a unit in the residue field. In ordefocus on the main difficulty, the following
case investigated by K. Kato, was discussed.

K = a fraction field ofR, R is a discrete valuation ring, ch& = 0, charR = p # 0, K is complete,
[R: RP] = p,e = v(p) = ramification index,N = pe_pl, K contains a primitivepth-root of unity. (Hence
(p—1)/e) br(K) = elements in the Brauer group &f of orderp.

The filtration on units induces filtration dn'(K): br(K)p 2 br(K); 2 --- 2 br(K)y41 = {0}. Kato
proved: a) br(K)o/br(K); = k*/k*? (k= R = residue field ofR), b) br(K);/br(K)i11 = Qs if pt
i, €) br(K);/br(K)i =kt /EtPifp|i, d) br(K), = H'(k,Q/Z).

Moreover, every element &), b), c)can be represented by a single symbol and can be splipthy@ot
of some unit. Saltman discussed several ideas, conje@utesxamples in this setting.

Jason Starr: “Rational simple connectedness and Serre’s “Gnjecture I[I” " .

Starr’s lecture was devoted to the ideas surrounding hisntagork with de Jong on the existence of
rational sections to fibration§ — B over an algebraic surfade and its application to Serre’s Conjecture
Il. Recall that this conjecture says that the Galois cohagwlsetH! (F,G) = {1} for any semisimple
simply connected algebraic grodp defined over a perfect fielfl of cohomological dimension at mo3t
Equivalently, the question is whether evérytorsor over Spe¢F’) is trivial. For history and details we refer
to the survey [18].

The proof of the geometric case of Serre’s Conjecture 1l fiveen F' is the function field of a surface
over an algebraically closed field) in [15] is an outgrowth of a project of finding an algebro-gesiric
analogues of the topological notion af-tonnectedness”. The notion dfconnectedness (also known as
rational connectedness) is well understood; the existefieerational section ofX — B whereB is a
curve overk and fibers are geometrically connected varieties is a cateththeorem of Graber, Harris and
Starr. The definition o2-connectedness (also known as rational simple connedsyliseconsiderably more
complicated, but it also implies the existence of a raticeaition ofy : X — B under some natural mild
conditions onX, B and¢.

In his talk Starr explained how these results are used to Emfhe proof of Serre’s Conjecture Il over
function fields using P. Gille’s inductive strategy.

Galois Theory and Galois Cohomology

Sanghoon Baek: “Cohomological invariants of simple algelas”.

Let A : Fields/F — Sets be a functor. J.-P. Serre definediamariantof A with values in a cohomology
theory H (viewed as a functor fronfields/F' to Sets) to be a morphism of functord — H. All the
invariants of A with values inH form a grouplnv(A, H). WhenA = H'(—,G) for an algebraic group
G, we simply writeInv (G, H) for the grouplnv(A, H). In particular, the cased = H'(—,PGL,) and
A= H'(—,GL,/u,,) with m dividing n, i.e., the problems of classifications of invariants of calrtimple
algebras of degree and central simple algebras of degreand exponent dividing, respectively, are still
wide open.

Let D be a central simple algebra over a figld Denote bygp the quadratic form orD defined by
qp(x) = Trd(z?) for x € D, whereTrd is the reduced trace form fdp. Lete,, : I"(F) — H"(F) be
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the cohomological invariant for the quadratic form, whéfe(F') := H™(F,Z/2Z). Recently, M. Rost, J.-
P. Serre and J.-P. Tignol showed thatdecomposes in the&’ (F') as the sum of &-fold Pfister formg» and
a 4-fold Pfister formgy for D € H'(—,PGL,) over a base field” such that chd#) # 2 and—1 € F*2.
This provides cohomological invariants and ey given by D +— e3(q2) and D — ea(qq) respectively.
Another type of cohomological invariants for central simplgebras is from thdivided poweroperation:
Y+ Ki(F)/p — Kui(F)/p defined byy, (3751 @) = 301« cj<p Qs+ -+ -+ @, Where then; are
symbols of degree. In particular, forp = 2 andi = 2, we havey,, : Bry(F) =~ ko(F) — kon(F) ~
H?"(F). Restricting the divided powers on the subfunctbt(—, GL,x /p,) C Bry we view they, as
invariants ofGLyx /. Baek discussed his joint work with A. Merkurjev on the inaats of GL,x /., for

1 < k < 3. They proved thainv(GL,,/u,, H) is free H(F)-module with basi{1 = ~vo,v1,...,7x} for
n = 2Fand1 < k < 3. Furthermore, for anyp € H'(—, GLg/pu,), the formgp is a6-fold Pfister form
such thakg(gp) = v6(D). As a consequence, we geK ed(GLs/u,) < 8. At the end of the lecture Baek
showed that similar result holds for an upper bounddiGLs/ 11,) if the base field F is of characteristic

Skip Garibaldi: “Applications of the degree 5 invariant of FEg”.

Recently Nikita Semenov discovered a new degreshomological invariant foFs-torsors. (Invariants
of torsors appeared also in the talk by Sanghoon Baek.) Thstieetion of this invariant used motives
(the technology underlying the proof of the Bloch-Kato @mtiyire), and unfortunately this does not give an
explicit formula for the invariant. S. Garibaldi spoke ors fpint work with Semenov where they produce
a formula for the invariant for those torsors that appearita donstruction and gave several applications.
Specifically, they constructed new cohomological invasdar curtain groups of typé’;; constructed new
examples of anisotropic groupsB§; constructed new cohomological invariant$pin, 4-torsors; computed
the essential dimension of the kernel of the Rost invariarfiigin, ; (connecting his talk with other talks on
essential dimension by A. Meyer, R. Lotscher, and M. Mac@dd)) and used the invariant éfs-torsors to
give concrete criteria for embedding certain finite simpleups in the split form ofzg, filling in a question
mark from a 1998 note by Serre.

Arturo Pianzola: “Applications of Galois cohomology to infinite dimensional Lie theory”. (based on
joint projects with B. Allison, S. Berman, P. Gille, V. Kamy@&M. Lau.)

Pianzola’s talk focused on surprising connections betvedé@on-abelian Galois cohomology of Laurent
polynomial rings and extended affine Lie algebras (a clagsfofite dimensional Lie algebras which, as
rough approximations, can be thought off as higher nuliitglagues of the affine Kac-Moody Lie algebras).

Though the algebras in question are in general infinite dgiogral over the given base field (say the
complex numbers), they can be thought as being fpnteided that the base field is now replaced by a ring
(in this case the centroid of the algebras, which turns obeta Laurent polynomial ring). This leads us to
the theory of reductive group schemes as developed by M. Be@mand A. Grothendieck. Once this point of
view is taken, the language of torsors arise naturally. mhigel geometrical approach has lead to unexpected
interplays between infinite dimensional Lie theory and theoty of algebraic groups, such as the work of
Raghunathan and Ramanathan on torsors over the affine sgdgiality questions for Laurent polynomial
rings, Azumaya algebras, and Serre’s Conjecture | and .

This new language is so flexible and powerful that can be adagdso to the study of Differential Con-
formal Superalgebras. This involves, at the very leastritig the descent formalism for the case when a
base scheme is replaced bglifferentialscheme. Concrete application have already been foundetadt to
the classification of the "affinelV-conformal superalgebras, and work of Schwimmer and Sgiber

Andrew Schultz: “The first Galois cohomology group as aGal(E/F)-module, and applications”.
(Joint with Jan Minac¢ and John Swallow.)

The talks of A. Schultz and J. Swallow are surveys of recesulte on the Galois module structure of
Galois cohomology and their applications to Galois thedky.Schultz began by considering how certain
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Galois embedding problems related to Kummer theory coulthteepreted in terms of the Galois structure
of EX/E*P, whereE* represents the multiplicative group &f Investigations into the structure of this
module began with work of Borevi¢ and Faddeev in the casefhia a local field. Schultz presented the
following result for extensions satisfyingal(E/F) ~ Z/p™Z; in the following result,E; is the extension
of degreep’ of F' within E/F.

Theorem.If p > 2and¢, € F,andifGal(E/F) ~ Z/p"Z,thenE* /E*? ~ X &Y, 8Y16- - - @Y, where
eachy; is a freeF,[Gal(E;/F)]-module, andX is cyclic module of dimensiop’®/) 4 1. The invariant
i(E/F) comes from the sgt—0,0,1,--- ,n — 1}, wherep—* is defined to bé.

One can interpret( E/F) in terms of embedding problems(F/F) = —cc if E/F can be embedded
in a cyclic, Z/p"*1Z extensionE’/F, and otherwise(E/F) represents the smallest numbiesuch that
E/E; ., can be embedded in a cyclit/ p" ~*Z-extensionk’ / F.

This result has analogues in the capes: 2 as well as wherg, ¢ FE, but they weren'’t discussed for
expository reasons. The full results are in [44].

Schultz explained how this theorem could be used to showtlleagppearance of certain Galois groups
over I’ can force the appearance of other Galois groups Byeprollaries in the vein of so-called automatic
realization results. The expectation is that the Galoiscstire of E* /E*? will be used in arithmetic and
geometric constructions beyond Galois theory, much in émeesway that the structure &< /E*? can be
used to understand quadratic forms whieis a quadratic extension @f.

John Swallow: “Galois cohomology groups as Galois modulesnd applications”. (Joint work with
D. Benson, J. Labute, N. Lemire and J. Minac.)

Let p be prime and, a primitivepth root of unity. Letk,,, /" denote the reduced Milndk -theory of the
field £ modulop, and letH™ (F') denote the cohomology group™ (G r,F,). The Bloch-Kato conjecture
(now the Rost-Voevodsky theorem) tells us that the nornduesimapk,, F' — H™F' is an isomorphism.
The purpose of this talk was to explicitly interpret this podul theorem in terms of structural properties of
absolute Galois groups.

To begin, Swallow showed how this theorem forced a stratiioain the Galois module structure of
certain Galois cohomology groups. LEtbe an open normal subgroup of indexn Gg. We write G :=
Gr/U, with E the fixed field ofU. Kummer theory shows thd@ = F({/a) for somea € F*. We then
have the following

Theorem. [LeMS] When viewed as &, [G]-module,H™ E is a direct sum of indecomposable submodules
of dimensiond, 2 andp.

Indeed, one can be quite explicit in this decomposition. iRstance, one can give the multiplicities
of each summand type in terms of arithmetic informationtegldo (a), (¢,) and quotients of the filtration
H™'F D ann{a,,} 2 ann(a), whereann(-) denotes the annihilator of the given cohomology class.

The power of this result is exhibited by its applications.r Festance, one can use this result to give
certain “hereditary” properties of Galois cohomology.

The Bloch-Kato conjecture also allows us to translate aegaestions about prp-groups to the context
of Galois cohomology; indeed, the inflation map gives an isghism inf: H(Gr(p),F,) - H(Gr,F,)
for all i € N, whereGr(p) is the maximal prg quotient ofGr. One can then ask how standard cohomo-
logical properties are translated in terms of these Galoidutes. The computed module structure then gives
Theorem. [LLMS] The cohomological dimension @z (p) is at most if and only if cor: H"E — H"F
is surjective for all£'/ F’ cyclic of degree.

One can also give an interesting generalization of ScHsefiermula using the Galois module struc-
ture of Galois cohomology. Recall that Schreier’'s formelistus that if the cohomological dimension of
a prop group G is 1, then for all open subgroupd in G, hi(H) = 1+ [G : H|(hi(G) — 1), where
dimp,, Hi(H,F,) = h;(H). Using the stratified decomposition of Galois cohomologgtn case, we have
Theorem. Supposé.,,(Gr) < co andthatcor H"E — H"F is surjective. Theh,,(Gg) = an—1(F/F)+
p(hnGr = an_1(B/F)), wherea, 1(B/F) = dimg, L

One can further develop a formula for the partial Euler-Baré characteristic and classify certain small
guotients of absolute Galois groups. For details see [1d]@h
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Essential Dimension

Alexander Duncan: “Groups of essential dimensior2”.

Let G be a finite group and be the field of complex numbers. A theorem of Buhler and Résihs
asserts that edG) = 1 if and only if G is cyclic or dihedral. The proof is based on the fact that thig o
rational complex curve iB".

Duncan spoke on his recent classification of finite groupsssémtial dimenson 2 ové. Here the
underlying geometry is considerably more difficult. The mmal rational surfaces with the action of a finite
groupG were classified by F. Enriques, Yu. Manin, and V. A. Iskovskikut this classification is rather
involved, and it is not always clear which surfaces occuefgivenG.

The starting point of Duncan’s work was a recent classificatf finite subgroups of the 2-dimensional
Cremona group by I. Dolgachev and Iskovskikh, and the falgwecent results on the essential dimension
of finite groups.

e (H.-P. Kraft, R. Lotscher and G. W. Schwarz) ligétoe a finite group whose center is non-trivial. Then
ed(G) = 2if and only if G embeds intdGLy (C).

e (N. Karpenko and A. Merkuriev) Leti be a finitep-group. Then ed(G) is the minimal value of
dim(p), wherep ranges over the faithful complex linear representatiors.of

Duncan’s main result is the following theorem.

TheoremLetG be a finite group. Theedc(G) < 2ifand only if G is a subgroup of one of the following
groups:

1)T % Di2 and|G N T'| is not divisible by2 or 3,

2)T x Dg and|G N T| not divisible by2,

3)&4) T x S3 and|G N T| is not divisible by3, (there are two such group up to isomorphism),
5) The general linear grou@L,(C),

6) The finite projective linear group PS(F7);

7) The symmetric grougs’s.

The most intricate parts of Duncan’s proof are based on thdteehe obtained about the Cox ring of a
toric variety with a finite group action. These intermediagsults are of independent interest.

Roland Loétscher: “A multihomogenization technique for the study ofessential dimension of algebraic
groups”.

Let k& be a field, and5 be a finite group. A rational covariant @f is the G-equivariant mapy :
V --» W, whereV and W are G-modules. ¢ is called generically freeif (V) is generically free.
dim ¢ := dimension of ¢(V). The essential dimensianl, G can be expressed in terms of rational co-
variants: ed;(G) = min{dim¢ | ¢ is a generically free covariant af over k} — dim G. The related
notion of covariant dimensiorovdimy (G) defined in a similar manner, using regular, rather than matio

covariants. It is easy to see that
ed;(G) < covdimy(G) < edp(G) + 1.

Reichstein asked for which groupd;, (G) = covdimy (G).
Lotscher, H. Kraft, and G. W. Schwarz gave a complete ansoiris question. Their main result is the
following theorem.

Theorem: Let G be a non-trivial finite group. Theedc(G) = covdime(G) if and only if G has a
non-trivial center.
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The proof relies on a multihomogenization technique pioe@dy Florence [16] and further devel-
oped by Lotscher, H. Kraft, and G. W. Schwarz. The idea isefdace a faithful covariant : V. — W
by a homogeneous (and more generally, a multihomogeneaitisiul covarianty;, : V' — W such that
dim(p) > dim(pp,).

Lotscher has found other applications of this technigogadrticular, it can be used to simplify the proof
of the theorem of Karpenko and Merkurjev [28] on the esskdiiaension of a finiteo-group.

Mark MacDonald: “Essential p-dimension of algebraic tori”.

MacDonald spoke on his recent joint work with Lotscher, Megnd Reichstein. The starting point of
this project is the following theorem, due to Karpenko andhdeev.

Theorem 0: Let G be a finitep-group andk be a field containing a primitiveth root of unity. Then
ed;(G; p) = edi(G) = min dim (V') , where the minimum is taken over all faithfidrepresentations
G — GL(V).

MacDonald and his collaborators proved similar formulasféo a broader class of algebraic grou@s
which includes all twisteg-groups and all algebraic tori. Their main result is as fofo

Theorem 1: Let k& be ap-closed field of characteristig¢ p. Suppose there exists an exact sequence
1 - T - G — F — 1 of algebraic groups ovek, whereT" is a torus andF' is a twisted finitep-
group. Theni(a) edx(G;p) > mindim(p) — dim GG, where the minimum is taken over aHfaithful linear
representationsof G, overk. (b) If GG is the direct product df’ andF’ then equality holds in (a). Moreover,
ed(G) = edi(G;p).

Note that for the purpose of computind(G; p), the assumption thétis p-closed is harmless; the value
of ed(G; p) does not change i is replaced by ite-closure.

If G a direct product of a torus and an abeljagroup, the value oéd, (G;p) given in part (b) can be
rewritten in terms of the character modW{g ). This often renders it computable by standard methods of
integral representation theory. In the case of a torusyrésiglts in the following simple formula.

Theorem 2: Let T be an algebraic torus defined over a p-closed fietd characteristicZ p. Suppose
the absolute Galois group = Gal(k) acts on the character latticg(7") via a finite quotienf”. Then
edp(T) = edi(T;p) = minrank(L), where the minimum is taken over all exact sequence® gfl-
lattices of the form(0) — L — P — X(T)qy — (0). with P permutation. HereX (T')(,) stands for
X(T) ®z L.

MacDonald outlined a proof Theorems 1 and 2 and discussedtaepplications. For details, see [38].
Other applications were suggested by workshop particgpdunting the question period.

Aurel Meyer: “A bound on the essential dimension of central $mple algebras”.

Given a central simple algebrhover a fieldiK, one can ask whethet can be written asl = Ay ®x, K
where A, is a central simple algebra over some subfigldof K. In that situation we say that descends
to K. Let us assume thdt contains a base field, which is assumed to be fixed throughout. Hssential
dimensionof A, denoteckd(A), is the minimal transcendence degree averf a fieldk C Ky, C K such
that A descends td(,. It can be thought of as “the minimal number of independerdipaters” required to
defineA.

For a prime numbep, the related notion of essential dimensiorpaif an algebrad/K is defined as
ed(A;p) = min ed(Ak-), whereK’/K runs over all finite field extensions of degree primetdNe also
defineed(PGL,,) := max{ed(4) }, anded(PGL,;p) := max{ed(A;p) }, where the maximum is taken
over all fieldsK/k and over all central simpl& -algebrasA of degreen. The appearance &GL,, in the
symbolsed(PGL,,) anded(PGL,; p) has to do with the fact that central simple algebras of degrae in
a natural bijective correspondence witks:L,,-torsors.

The problem of computingd (PGL,,) was first raised by C. Procesi in the 1960s in the context qimd
S. Amitsur’s) pioneering work on universal division algadr Procesi showed (using different terminology)
that in facted(PGL,,) < n?; see [48, Theorem 2.1].
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Meyer talked about the following new upper bounds on therggde-dimension of the projective linear
groupPGL,-: ed(PGL,;p) < 2;—22 —n+ 1. L. H. Rowen and D. J. Saltman [53] showed that i 2
then there is a finite field extensidty' /K of degree prime tg, such thatd’ := A ®x K’ contains a field
F, Galois overK’ with Gal(F/K’) ~ Z/p x Z/p. The above bound is thus a consequence of the following
theorem.

Theorem: Let A/K be a central simple algebra of degreeSupposed contains a field”, Galois over
K andGal(F/K) can be generated by> 1 elements. IfF : K| = n then we further assume that> 2.

Thened(A4) < r% —n+1.

Meyer explained how to prove this theorem. The construaifansuitable subalgebré, is based on the
theory of Gal(F'/ K)-lattices. For details, see [43].

K-theory, Chow Groups and Brauer-Severi Varieties

Mikhail Borovoi: “Extended Picard complexes and homogeneas spaces. (Joint work with Joost van
Hamel.)

Inspired by a result of Kottwitz, for a smooth algebraic e&yiX over a fieldk of characteristi®, Borovoi
and van Hamel introduce a certain complex of Galois modus (X ), which they call the extended Picard
complex of X. FromUPic(X) one can compute the Picard groBp:(X) and the algebraic Brauer group
Br,(X). Borovoi and van Hamel computéPic(G) (up to an isomorphism in the derived category), wh&re
is a connected linear algebraic group okeMoreover, they computePic(X ) (again up to an isomorphism
in the derived category) whet® is a homogeneous space of a linear algebraic group /oyérey do not
assume thai has ak-point). This permits them to compufer,(X) for suchX. In the course of the
proof they consider the equivariant Picard grdtip; (X), where nowk is an algebraically closed field of
characteristi® and X is any integral variety over with any action of a connectédgroupG. They compute
Pice(X) in terms of divisors and rational functions (hand onX x; G).

Baptiste Calmeés: “Invariants, torsion indices and oriented cohomologis of flag varieties”. (Joint work
with Viktor Petrov and Kirill Zainoulline.)

After the work of M. Levine and F. Morel on algebraic cobordist is a natural program to try and lift the
calculations from specifically-oriented cohomology thesisuch as Chow groups, the Grothendieck group
K, and connective K-theory, to any oriented cohomolagdg the sense of M. Levine and F. Morel. In joint
work with V. Petrov and K. Zainouilline, B. Calmes succegde adapting Demazure’s 1973 calculation of
the Chow ring ofG/ B, whereG is a semisimple, simply connected linear algebraic giGupver a fieldk,
andB is its Borel subgroup to such a calculationdf{ G/ B) whereh* is any oriented cohomology.

As an application, they prove a generalization to all oeertohomology theories, Borel's description of
the singular cohomology of complete flags of typg in terms of symmetric polynomials. Also they provide
an algorithm to compute the ring structure of the algebrabnedism ofG/ B.

Nikita Karpenko: “Incompressibility of quadratic Weil tra nsfer of Severi-Brauer varieties”.

Recall that ifX is a smooth complete irreducible varie¥y F', thenX is incompressible if any rational
map X --» X is dominant. Equivalently, canonical dimension®f= dim X. Let K/F be a separable
quadratic extension, and I&t/ K be a2-primary division algebra such th&f(D) = a corestriction ofD
from K down toF is Brauer-trivial. LetSB(D) be the Severi-Brauer variety ®f and R(SB(D)) be its Weil
transfer.

Theorem. Then the variety?(SB(D)) is 2-indecomposable (hen@eincompressible).

One can consider generalized Severi-Brauer variéigs (D), i = 0, 1, ..., n (where the degree @ is
2™). One can still prove thaRSB,: (D) is 2-incompressible. The proof uses some very interestinguicoti
decompositions of the motives of these varieties.
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It is known that a non-hyperbolic orthogonal involution orcentral simple algebra A remains non-
hyperbolic after passing to the function field of SB(A). JFRnol recently observed that the same is true
for unitary involutions on algebras of exponent 2. Karpeskeork was motivated by trying to extend this
observation to unitary involutions on algebras of arbjtexponent.

Max-Albert Knus: “Severi-Brauer varieties over the field with one element”. (Joint work with
Jean-Pierre Tignol.)

Afield F; with one element may look humorous, but in fact it has regeaittacted considerable attention
and inspiration.

The idea of a fieldF; first showed up in a paper published by M. J. Tits in 1957. In gaper Tits
associated geometries to Dynkin diagrams. Debbe a Dynkin diagram. Leff»(D) be a Chevalley group
over a fieldF' attached taD and letWW (D) be a corresponding Weyl group. Tits showed that there exist
unique geometrieBx (D) andl",, (D) such that the automorphism groups of the geometries are@sD)
andW (D). Tits called the geometrieB,, (D) attached to Weyl groupgeometries over the fiell; of
characteristicl.

def

Example. Geometry of typed,,_; overF;. P~ 'F, = ann-element sef{. The projective geometry of
dimensionn — 1 overF; is A = S,,. Observe thatP"~(F,)| = q;fll =1+q+---+¢"'. Henceif
q=1= |P"1(F;)| = n. This explains theF; terminology.”

Many properties of usual central simple algebras and desitmgple algebras with involutions in relation
with classical groups have direct analogues derIn particular, one can define exterior powers, Clifford
algebras and discriminants in this setting. For exampleig an absolute Galois group over, the étale
algebras of dimension correspond td'-projective spaces ovéf; of dimensionn — 1. Some interesting
connections between triality and étale algebras weraidé®d. For details see [30].

Alexander Vishik: “Rationality of integral cycles” .

Let k be a field of characteristit, Y is a smooth quasiprojective variety overF'/k is a field extension.
Let Ch™(Y) — Ch™(YF) be the natural map afith Chow groups oft” andY ®;, F. Elements in this
image are called-rational. The motivation for this is the calculation of discrete irgats which lead to the
construction of fields with a-invariant equal t@* + 1, s > 3.

mod 2 case. @ is a smooth projective quadric.
Theorem. Assum& € Ch™(Y;)/2,m < %. ThenY is k-rational < Y is k(Q)-rational. (Also it is
true in some special cases far > %.)

In this talk, A. Vishik discussed the proof of the followirtggorem.

Theorem. Assumej € Ch™(Y;) and (1)m < 92€ and (2) The first Witt invariant; (Q) > 1. Then
y is k-rational < it is k(Q)-rational.

The overall structure of the proof is similar to the mddase, but there are some additional significant
additional complications. In particular one uses algebeabordism2*, constructions by Levine and Morel,
and symmetric cohomological operations@hintroduced by A. Vishik.

Structure of Algebraic Groups

Philippe Gille: “Algebraic groups with few subgroups”. (Joint work with S. Garibaldi.)

If G is a reductive algebraic group overC, using Dynkin’s work one can list all connected reductive
subgroups ofz. One can also do it over local or global fields. But over “gahéelds” the situation is
significantly more difficult.

In the early 1990s, in his lectures at College de Francetd.shHowed that "generic” groups of type
Es have no other connected subgroups than maximal tori. Re’Stihlk was a variation on a theme of
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Tits’ lectures (Gille attended Tits’ lectures in the earB90s being a graduate student). In his talk he gave
an alternative proof of the Tits’ result based on Totaro’mpatation of the torsion index afls. He also
discussed the case of other exceptional groups, in patithe trialitarian case.

Note that in general case the problem of describing redeicistbgroups of exceptional groups is still
open. Conjecturally all "generic” simple groups of exceptil type have no proper semisimple subgroups.

Alex Ondrus: “Minimal anisotropic groups of higher real ran k” .

Motivation for A. Ondrus’s work is provided by E. Ghys'’s ceojure which says that (¥ is a connected,
semisimple real Lie group with finite center, rafik> 2 andI" is any irreducible lattice i/ (R), thenl” has a
non-trivial orientation-preserving action @ The statement is equivalent to saying thdtas no total order
< stable by left multiplication. If* has such an order then any subgroup also has such an ordstoTmove
Ghys conjecture it suffices to consider almost minimaldattiof higher rank. By the Margulis arithmeticity
theorem every such lattice is isomorphic to the group ofjetgoints of a minimal)-simple algebraic group
of higher real rank; hence we arrive to necessity of clasgitia of such groups.

In the isotropic case the classification of such minidalp to isogeny, was achieved by V. Chernousov,
L. Lifschitz and D. W. Morris. They succeeded to do so over algebraic number field' of higher real
rank. A. Ondrus obtained such a classification for anisatrgmups, as follows.

Theorem. If G is an absolutely simple, minimal anisotropic group over égearaic number field”, thenG
is isomorphic to one of the following groups (up to isogeny):

1) SUs(L, f) for L/ F quadratig f hermitian onZ? with at least one real place such that
L®F,~2F, xF,, or
2) SU+(D, ) a central division algebra of degree> 3 over L/ F quadratic with involution
of the second kina such that either

A) L®F, > F, x F, for some real place, or

B) 7 ® 1 corresponds to a hermitian form of index 2 over M,,(C) for some real place.
3) SLi(D), D is a division algebra withleg(D) = p odd

Vladimir L. Popov: “Cross-sections, quotients, and repregntation rings of semisimple algebraic
groups”.

Let G # {1} be a connected complex semisimple algebraic group. In 18€56i&rg proved that itz
is simply connected, then there exists a closed irreducitdss-sectiort of the set of closures of regular
conjugacy classes. That is, every such orbit closure iet¢ss$ in exactly one point. Equivalently, there
exists a regular section of the categorical quotient maf — G//G. This section played an important role
in Steinberg’s celebrated solution of Serre’s Conjecture |

In a letter to J.-P. Serre, dated January 15, 1969, A. Grdikekasked whether there exists such a section
of 7 if G is not simply connected. He also asked for whi¢h has a rational section.

Both problems were solved within the last year. Popov shawatdr has a regular section if and onlyGf
is simply connected, and J.-L. Colliot-Thélene, B. Kuvskil, Popov, and Reichstein, showed that a rational
section exists for ang. Moreover, Popov obtained similar results for groups deffimeer an algebraically
closed field of any characteristic. Here, once again, amatisection always exists and a regular section
exists if and only if the universal covering isogeitly G —s G is bijective onk-points.

Popov also discussed other related questions, such as:iS\thatinimal generating set éfG]“? What
are the singularities aff //G? What is a minimal generating set of the representationairg? For details
and further references, see [47].
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Representation theory of algebraic groups

Sunil Chebolu: “Freyd’s generating hypothesis and the Bloh-Kato conjecture”. (Joint work with Jon
Carlson, Ido Efrat, and Jan Minac.)

The generating hypothesis (GH) is a famous conjecture indtopy theory due to Peter Freyd. It states
that a mapp: X — Y between finite spectra that induces the zero map on stabletbpgngroups is null-
homotopic. Motivated by this long-standing unsolved peof| the authors formulate and solve its analogue
in the stable module categosymod(kG) of a finite group. It is assumed that characteristi:a$ p and
p divides|G|. Consider the thick subcategory thigk) generated by which is the smallest subcategory
of stmod(kG) that is closed under exact triangles and retractions. Tha thaorem states that the Tate
cohomology functorf[*(G, —): thick (k) — gradedk-vector spaces is faithful if and only if the Sylow
subgroup ofG is eitherCs, or C's. Motivated by the general failure of the generating hypsithéor the
stable module category, the authors define the ghost nurfila€¥ (for a p-group(G) to be the smallest non-
negative integet such that the composition of aighosts between finite-dimensioral-modules is trivial
in stmod (kG). They obtain various bounds on these new invariants and atantbem in specific groups.

A closely related question is the finite generation problenitate cohomology. For which finitely gen-
eratedkG-modules) is the Tate cohomolog¥ * (G, M) finitely generated as a module over the Tate co-
homology rlngH*(G k)? Motivated by many partial results they proved on finite gatien for Tate coho-
mology, the authors conjecture thafif (G, M) is finitely generated oveli* (G, k) then the support variety
V(M) of M is equal to the entire maximal ideal spectriiga(k) of the group cohomology ring.

There was no time to cover the small Galois prgroups which determine entire Galois cohomology and
their applications for investigating arithmetic of fieldsstructure of Galois groups of maximaéxtensions
of fields. For details see [11].

Eric Friedlander: “Restrictions to G/(F,) and G, of rational G-modules”. (Joint work with J. Carlson,
J. Pevtsova and A. Suslin.)

Standard modular representation theory considers assegiagion spaces, vector spaces over an alge-
braically closed field: of charlk) = p > O,p‘ |G|. Let G be a finite group schemé§,- a connected reductive
algebraic group defined ovéy,. G(F,,) are points ovelF,. Consider rationa§f-modulesi/ (finite dimen-
sional vector spaces ovgy.

Frobenius kernel of G: Let ' : G — G be the Frobenius map. Then set K&f'} = G,y — G. Every
rationalG-module restricts to give g,.y-module.

Basic Question.Relate invariants o (IF,,) and g, for variousr.

If M is a rationalG-module we can considdr; M as aG,-module. (Here? = 1 and®, : G, — G
is a “1-parameter subgroup” such thlt(1) = 2 and some further restrictions on the imagebof(This is
work of G. Seitz.)) Hence we obtain a m@jyM — XM @ kJt].

s(M) is an important invariant, the least integer such that oedperators indexed by integerss(M)
act trivially on M.

Let G be a group scheme and consider SH&¢G, k), wheree = x if p = 2 ande ranges over the even
non-negative numbers;if > 2. (Note that in both cased* (G, k) is commutative.) A well-known theorem
of Quillen says that Sped*(G(F, ), k) = coimE ® k, E < G(F,.), whereE & k is an affine space of rank
t (E = (Z/pZ)"). A. Suslin, E. Friedlander and C. Bendel showed that $p8¢,, k) ~ V(G,) where
k-points are thd -parameter subgroups 6f,. E. Friedlander and J. Pevtsova further found a descrition
Proj H®* (G, k) using certain equivalence relations on some functiong|t] /¢ — kG. For a givenM one
can define the support variety 8f. One way to do so is to S€fI G = {[a] : o*M is not freg.

Theorem (J. Carlson, Z. Lin, D. Nakandjor a large enough prime (depending or) there exists an
embedding‘Ig( r) = Gy /G(F,) forany r > 1 andif p" > S (M), then(II(G(F,)),, =
(IG(r) 5 /G () NTIG(F ).
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Chapter 19

Complex Monge-Ampere Equation
(09w5049)

Oct 18 - Oct 23, 2009

Organizer(s): Pengfei Guan (McGill University), Zbigniew Blocki (Jadiehian Univer-
sity), Duong Phong (Columbia University)

Overview of the field

Complex Monge-Ampere equations occupy a position of egmmportance in complex geometry and the
theory of non-linear partial differential equations. Oe theometric side, it has been known since the works
of Calabi, Chern, Nirenberg, Yau, Kohn, Fefferman, Siu, atiters that the various problems of finding a
representative of a cohomology class with given volume foofrfinding Kahler-Einstein metrics; and of
determining the Bergman kernel and the boundary behaviboloimorphic functions, can all be reduced to
the study of a complex Monge-Ampére equation. On the aicadyde, complex Monge-Ampere equations
are prime examples of fully non-linear elliptic or degeneralliptic partial differential equations. They
have been extensively investigated, starting with the dational works of Yau (1978) on a priori estimates
on compact Kahler manifolds, of Bedford-Taylor (1978) @ngralized solutions, and of Caffarelli-Kohn-
Nirenberg-Spruck on boundary regularity for strongly pieronvex domains i€ (1984).

The last decade has witnessed an explosive growth in theautjhich has opened up entire new venues
for investigation. This growth is due on one hand to the ueetqd appearance of the Monge-Ampére equa-
tion in several new geometric problems (such as the probfageadesics in the space of Kahler potentials),
as well as the need, in both geometry and physics, for comsgleew related equations (such as the Kahler-
Ricci flow, singular Kahler-Einstein metrics, the equatior Kahler metrics of constant scalar curvature, the
Strominger system, the Einstein-Sasaki system, and sytipler even general Hermitian manifolds). On
the other hand, there has also been spectacular progrdss detvelopment of methods for solving these
equations. In particular, powerful new techniques of platéntial theory, of geometric flows, of variational
methods, and of constructions of solutions by algebraic@pmations have been introduced. Some of this
is described in greater detail below.

The Workshop

The purpose of the workshop was to bring together leadingrin order to discuss these developments
and outline open problems. The workshop was timely, sinedtik of the progress described above actually
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took place in the last three or four years. At the same tiris,gerhaps remarkable that major contributions
came from researchers from all over the world (Canada, CRirgance, Great Britain, Poland, Sweden, USA,
etc.). Thus the workshop also provided a unique opportdaitynteraction between different groups who
would normally reside in several distinct continents. Witkiew towards the long-term vitality of the field,
a high proportion of young post-doctoral researchers aadugte students was also invited to participate.

In order to leave a maximum amount of time for discussionsfastér close interactions between the
participants, the number of formal presentations was keptper session. The essential role of the formal
presentations was to initiate topics of discussions, wharthen be taken up at greater length in the more
informal sessions outside of the talks.

Recent developments discussed at the workshop

The workshop provided an in-depth coverage of the developsrtescribed in the overview. These develop-
ments are all closely inter-related, but for the purposestihly them, it is convenient to give the following
rough classification. As in the previous discussion, wed#ithem into groups by either underlying geomet-
ric problems, or by method of solution. To highlight the aidmitions of the participants of the workshop, we
have given their names in italics.

(A) Geometric problems

e Kahler-Einstein metrics:Perhaps the most famous problem in Kahler geometry is tbblg@m of
finding when Kahler-Einstein metrics exist on Fano mauigolA well-known conjecture of Yau states that
the existence of such metrics should be equivalent to thmlisfeof the manifold in the sense of geometric
invariant theory. Since Kahler-Einstein metrics can éls@iewed as the stationary points of the Kahler-Ricci
flow, this problem is the same as the one of convergence oflthis Its relation with the Monge-Ampeére
equation is particularly strong, since the Kahler-Ricowflis just a parabolic version of the Monge-Ampére
equation.

Several approaches to this problem were discussed at tHesknap. In particular, in their talk§zeke-
lyhidi discussed the relation of the convergence of the KahleciRiow to stability conditions such as K-
stability, Bermandiscussed a new variational approach to the correspondorng®tAmpére equation, and
Lu discussed the notion of K-stability for hypersurfaces.

e Kahler metrics of constant scalar curvaturéhe Kahler-Einstein problem can be viewed as a special
case of the more general problem of determining when a pesittegral class; (L) admits a metric of
constant scalar curvature (the Kahler-Einstein caseesponds then td being the anti-canonical bundle).
The conjecture of Yau can be generalized to this case, andriime candidate for the appropriate notion
of stability is K-stability, different versions of which tebeen defined by Tian and Donaldson. In his talk,
Apostolowdescribed the construction of constant scalar curvatutéeador manifolds which can be realized
as certain fibrations of toric varieties. In higj provided an explicit analysis of versions of the notion of K-
stability for hypersurfaces.

e Donaldson’s infinite-dimensional geometric invariantdhe(GIT): In the late 1990’s, Donaldson pro-
posed another condition for the existence of Kahler-Einsinetrics. This condition can be viewed as an
infinite-dimensional version of stability in geometric anant theory, where geodesics in the space of Kahler
potentials play the role of one-parameter subgroups. Thesdesics can be interpreted as solutions of a
Dirichlet problem for a completely degenerate Monge-Aneggguation, and they are partly responsible for
the great recent interest in the solution and propertiesiclh £quations. In his talkGturmdescribed the
construction of geodesics as limits of one-parameter sulpgrand their resulting regularity. Such results are
expected to play a major role in an eventual link of infiniteénsional GIT with finite-dimensional GIT, as
well as in Donaldson’s program for the existence of constaalar curvature metrics.

e Analytic minimal model programWhen the first Chern class of the manifold is not definite, actimo
Kahler-Einstein metric cannot exist. It is then of greaenest to determine which canonical metrics can
exist instead, of which singular Kahler-Einstein metrgece prime examples. There has been considerable
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progress on this question, thanks in particular to worksyfsitlieuxGuediZeriahi, Demailly-Pali, Tian-
Zhang,SongTian, and others, making use of th€ estimates oKotodziejfor the Monge-Ampére equation
with LP right hand sides fop > 1. Closely related to such questions are the singularitiebekahler-
Ricci flow on such manifolds. In his tallSongdescribed a complete analysis of the Kahler-Ricci flow on
Hirzebruch surfaces. He also outlined what may be viewedamalytic, Kahler-Ricci flow version of the
minimal model program. In his talk,aNavediscussed relations of the Kahler-Ricci flow with the momen
map, and constructions of test configurations with smodt gpace.

» Extensions of Khler metrics:The original Monge-Ampére equatidw + 299¢)" = F w™ in Kahler
geometry involved a background formwhich is a Kahler form (i.e., closed and positive definit&ppli-
cations in modern complex geometry require generalizatiorseveral different directions: when the class
of w is just “big” (Berman, Demailly, when the formw is just a Hermitian formB. Guan-Q. Lj Tosattt
Weinkove Dinew-Kotodzig), or when the underlying almost-complex structure is ng#rintegrable (Don-
aldson,TosattiWeinkoveYay. In their talks,Q. Li andTosattidescribed the solution of the Monge-Ampeére
equation with Hermitian backgrounds and several geomayidications.

e Extensions of Calabi-Yau manifolds and Hermitian-Einsteindles:Compactifications of superstrings
preserving supersymmetry are of great importance in sttirgry and related areas of theoretical physics.
The best-known examples of such compactifications are E#abmanifolds, the study of which has had
a great influence on mathematics in the last 25 years. Howmae general compactifications allowing
torsion are also of great interest in physics and geometngy Batisfy the so-called Strominger system of
equations, which can be viewed as an extension of the C¥kabequation, incorporating torsion as well as
the Hermitian-Einstein equation. In his talky described recent joint work of his with Yau, providing a first
non-perturbative solution of the Strominger system. Esi@ms of equations from Kahler geometry to the
more general context of balanced metrics were also disdussgs talk as well as ivaus talk.

e Sasaki-Einstein manifoldsSasaki-Einstein manifolds can be viewed as odd-dimenkearaogues
of Kahler-Einstein manifolds. They also arise in comdations of superstring theory. Although their
mathematical theory can be traced farther back, they drenstiwell-understood. In his talkyauraised
many questions about their existence and properties, gratiicular with the formulation of suitable stability
conditions.

e Asymptotic volumesthe notion of volume is one of the most important geometnaiiants associated
with a holomorphic line bundle. Itis defined by the asym®tf the dimension of the space of holomorphic
sections of the bundle. As such, it admits natural extessynconsidering higher conomology groups. In
his talk, Demailly described what is presently known about volumes for pseaiféwtive bundles, and for-
mulated some precise conjectures. Some key tools in th@agipes which he described are approximations
of plurisubharmonic functions, the regularity of envelspé big cohomology classes (joint work of his with
Bermar), and holomorphic Morse inequalities.

e It is well-known, from e.g. the works of Kerzman, Kohn, andéfiberg in the mid 1970’s, that the
Monge-Ampére equation can provide some deep informatich@ boundary behavior of holomorphic func-
tions. In his talk S.Y. Lidescribed its relations with CR geometry and applicatiéméis talk, B. Guanpro-
vided a survey of several recent major advances, includiegise of subsolutions for the Dirichlet problem
instead of pseudoconvexity conditions, the solutio.&f Guanof the Chern-Levine-Nirenberg conjecture,
and works of his an@tockion the pluri-Green'’s function.

(B) Analytic methods

Closely intertwined with the above geometric problems areaaay of significant progresses on the
analytic methods for solving the Monge-Ampeére equation.

e Pluripotential theory:In 1998,Kotodziejhad obtained’® a priori estimates for the Calabi-Yau equa-
tion, assuming only some integral conditions on the righichside (for exampleL? integrability for any
p > 1 is sufficient). Recently, it was shown I&yuedj-KotodziejZeriahi that the solution is actually Holder
continuous. In his talkpinewdescribed very recent work of his and co-authors with anieixphd improved
Holder exponent.
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e Approximations by polynomial#s had been mentioned above, geodesics in the space ofrKidile
tentials are solutions of a completely degenerate complexdé-Ampére equation. For the ultimate purpose
of relating them to geometric invariant theory, it is of peutar interest not just to construct them, but also
to approximate them by geodesics in the finite-dimensiopats of Bergman metrics. Such results were
described bySturmin his talk. Some key tools are the TiafauZelditch approximation theorem, Bedford-
Taylor pluripotential theory, and’! estimates oBtocki, P. Guan, B. Guan-Q. LiA precise analysis of the
special case of toric varieties has been carried oubbygand Zelditch. Here the methods are those of
semi-classical analysis and large deviation theory.

e Variational methodsMuch recent progress on the complex Monge-Ampere equhtistbeen through
either a priori estimates and/or pluripotential theoryhisitalk,Bermandescribed very recent joint works of
his with BoucksomGuedjZeriahi, where a variational method is developed. Besitesiding new proofs
of some classical results, it also allowed to extend thertheobig cohomology classes. Interestingly, the
method makes use of the sharp form of a Moser-Trudinger alégestablished a few years ago Biong-
Song-SturmMeinkove.

e Parabolic Monge-Amgre equations:Another approach to solving the Monge-Ampére equation is
through the Kahler-Ricci flow. Here the problem becomes tfiadetermining the time of existence, the
singularities which may form, the continuation through $iegularities, and the convergence of the flow. In
his talk, Szekelyhidconsidered the Fano case, where the flow exists smoothlylifima and he showed,
under various additional assumptions, how K-stability bamused to show the convergence of the flow. Even
with the additional assumptions, these results are ofqaati interest since there are few, if any, results in
the direction of the sufficiency of K-stability. In his talsongdescribed the Kahler-Ricci flow from rough
initial data, and how such results can be used to continuidlwethrough singularities when the first Chern
class is not definite.

(C) Open Problems

There was a strong emphasis on open problems at the workSwpe specific ones which were dis-
cussed extensively were the following:

e The talk of Yauwas devoted almost entirely to the description of open gmlsiranging from the mid
1970’s to present day. They span the entire breadth of Kglelemetry, complex Monge-Ampere equations,
and their extensions and applications to string theory hedretical physics. They include affine Monge-
Ampeére equations, the Strominger-Yau-Zaslow conjectine Strominger system, Sasaki-Einstein metrics,
and balanced metrics. This talk was one of the two which wigleostaped at the workshop.

e The second talk which was video-taped was thaDemailly. Here a range of important problems
around the key notions of volume and higher cohomology anade for pseudo-effective line bundles was
described. Some precise conjectures for these notionswms tef holomorphic Morse inequalities and eigen-
value distribution were formulated.

e An analytic minimal model program, based on the KahlereRilow with singularities and formulated
by Songand Tian, was described I§ong One particular problem is to determine the Gromov-Hau$dor
convergence of the flow.

e An important issue for the theory of complex Monge-Ampeégaations is the issue of regularity. Spe-
cific questions are: the optimal Holder regularity for smuos with L? right-hand sides; the smoothness of
solutions, assuming that they are bounded, and satisfygtination in the sense of pluripotential theory; and
the regularity and rank of the Hessian of the solution, wineretquation is degenerate.

Soon after the workshoemailly, Dinew and Kotodzigjnanaged to prove that the Holder exponent
of the solution of the equation with the right hand-sidelin (this Holder regularity had been proved by
Kotodzie) is independent of the geometry of the manifold (it dependg on p and the dimension). More
recently,S£Zkelyhidi and Tosatfosted a proof of smoothness for a broad class of right haed sassuming
that the solution is in.>. In a different directionBtocki obtained an alternative proof 6f° estimates for
the Calabi-Yau equation for general Hermitian backgrowmths.
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e Balanced metrics are a generalization of Kahler metricelwvhan still provide a deep probe of the
complex geometry of the underlying manifold. This appearksd an important direction for further inves-
tigations, from both geometric and analytic viewpoints.niylaemarkable results and open problems of this
nature were described Byu in his talk.
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Mathematical Methods in Emerging
Modalities of Medical Imaging
(09w5017)
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Organizer(s): Peter Kuchment (Texas A&M University), David Finch (Oredstate Uni-
versity), John Schotland (University of Pennsylvania)aiXu (Ryerson University)

Overview of the Field

Computerized tomography (CT) is a major method of biomddinaging, as well as of industrial non-
destructive testing, geophysics, and other areas [35,36\Various modalities have been developed since
1960s, including for instance the standard by now X-rayicdih“CAT scan”, MRI, Optical, Ultrasound,
and Electrical Impedance Tomography [25]. All of these téghes have advantages and deficiencies in
terms of resolution, cost, safety, sensitivity, specificits well as the physiological and metabolic features
they can detect. Thus a quest continues for new medical (hasvendustrial) imaging modalities [25]. In
recent years, a variety of novel methods have been emenghiigh has lead to the need of developing the
corresponding analytic and numerical tools (e.g., [3, 48,46, 46]). The mathematics of CT has always
been known for challenging and beautiful problems, andrterést of mathematicians (and surely medical
professionals and engineers) in CT has been grown steadily.

The workshop assembled an impressive group of 36 mathearajqhysicists, engineers, and medi-
cal researchers, in order to assess the novel developmme@iE and discuss the outstanding mathematical
challenges. Among the participants there were 4 graduadiests and 2 postdoctoral associates.

Among the novel techniques addressed were, for instarasipgraphy [28, 27, 26], electron microscope
tomography [13, 40, 41], as well as several emerging soctafigbrid” modalities [1, 3, 4, 16, 21, 22, 23,
39, 47, 43, 44, 45, 46]. In the latter, radiation/waves ofedént physical nature are combined in such a way
that their individual deficiencies cancel out, while adeaygs combine.

Recent Developments and Open Problems

Computed tomography, as a medical diagnostic techniquemature field. However, in the last decade it
has experienced fast and major new developments. On one thenolder CT modalities (X-ray CT, PET,

SPECT, MRI, Ultrasound) have been going through improvemetue to technological and mathematical
progress [36]. On the other hand, brand new techniques veéng developed. The reasons for this advance

186
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are manifold. For instance, new physiological and metalgdrameters of biological tissues, e.g. stiffness,
electrical conductivity, or hemoglobin oxygenation artemipted to be imaged. Besides, some previously
addressed optical and electric parameters (e.g., optisrgtion, or electric conductivity) could not be
stably imaged by already existing techniques, such as @ptmmography (OT) or Electrical Impedance
Tomography (EIT). Thus, a variety of novel imaging modastare being developed.

A variety of the so called “hybrid methods” are being introdd and studied. In such techniques, two
or more types of physical waves (in most cases, ultrasouddelattromagnetic) are involved, in order to
overcome the individual deficiencies of each of them and tohine their strengths.

Probably the most developed, both experimentally and madkieally, among these is the so called
Thermoacoustic Tomography (TAT), also known as Opto- ot®agoustic Tomography (PAT)

[1,5,6,7,14,15, 21, 22, 23, 29, 30, 39, 42, 43, 44, 45, 46, Bis technique attempts to use the high
contrast between cancerous and healthy tissues whersiteddiy a radiofrequency electromagnetic wave or
a laser beam. In TAT, a brief broad homogeneous microwawsepuihdiates the object. As the result, small
portions of the EM energy are absorbed throughout the tisEhe absorption coefficient, and thus amount
of energy absorbed, is known to be several times higher inezans areas than in the healthy ones, which
leads to a wonderful contrast. However, the waves used ar®ihg to allow for high resolution. They are
used only to create energy absorption and thus minute lyeattithe tissues.

In PAT, the same heating is achieved by irradiating by a beoad short laser pulse. However, light is
also not suitable for imaging, since at the depth of severatimeters photons enter diffusion regime and
the resolution is lost. Imaging in TAT/PAT is achieved byngsihe thermo-acoustic effect: local heating
generates a propagating pressure wave, which can be dklyctdtrasound transducers placed around the
object of interest. These pressure measurements overaa pétime allow one to recover the initial pressure
distribution, directly linked to (in a crude approximatiproportional to) energy absorbed. The experimental
work on TAT/PAT has been going on for about 15 years, reuitirsome devices industrially manufactured.
However, the sorely needed mathematics of this technigsisthaed being developed in earnest in the last 5-
6 years. Major work has been done on describing the forwaedatpr, resolving uniqueness issues, devising
inversion algorithms, obtaining stability estimates aadge descriptions, and considering reconstructions
from incomplete data and related deterioration of imagespite of these achievements, several important
issues remain not completely resolved. One of them is recay¢he actual optical properties of the tis-
sues, rather than the initial pressure activated by heathmpther is accounting for and eliminating effect
of the ultrasound attenuation. Still another is recoveryhef unknown acoustic properties of the medium
(in most initial studies the medium is assumed acoustidadi;mogeneous, which might be an acceptable
approximation for breast imaging, but not for imaging thgbwa skull).

A lot of attention has been paid recently to improving methofiimaging of the internal conductivity of
tissues, which provides medically important informatidhe standard EIT [8, 9, 11, 18]

is known to suffer from intrinsic instabilities and the riedd low resolution [31, 12]. These deficiencies
are impossible to eliminate, unless additioaptiori information is incorporated, or the imaging process is
modified. In the first case, a successful (albeit expensjpya)aach was recently designed that combines EIT
with MR (magnetic resonance) measurements [33]. The aatlgations have been that incorporation of MR
data stabilizes the reconstruction. However, the mathemet this technique is rather involved and requires
further development.

Another approach (or rather a variety of approaches) tdlgtialg EIT is to combine it with ultrasound
irradiation, which modifies the electric properties of thedium [4, 23, 30, 29, 47]. Although existence
of such a (weak) electro-acoustic effect has been establigtd, 24, 47], even the experimental work on
this technique is in its infancy, and the mathematics (idicig the basic modeling) is just starting to been
developed. Early indications are that the technique (@aET - electro-acoustic tomography) has a high
potential for high resolution reconstruction of conduityiwwhich is well beyond the EIT possibilities.

Yet another approach is to notice that the currents gertenatél T trigger local heating throughout the
object of interest, which in turn creates the same thermastameffect that is used in TAT, and thus TAT
reconstruction techniques can be used [16].

An extremely valuable Optical Tomography suffers from thme low resolution and instability ailments
as EIT. An approach to OT similar to AET has been extensivelgied experimentally in the last decade
[43, 44, 46]. Namely, scanning the tissues with a focusedsoiund modifies locally optical properties of the
tissues and thus influences the boundary optical measutenTénis additional “internal” information is be-
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lieved to be able to stabilize the optical tomography procedSo far, most of the experimental set-ups work

only at a shallow depth and are of the direct measuremeihigr#tan reconstruction, type. Going deeper

(a few centimeters) inside the tissue, as is needed in breaging, requires reconstruction techniques. The

mathematics needed here is in its infancy [2, 34, 5], and themathematical models are being debated (as
they were at this BIRS workshop).

Another recently developing medical imaging modality estbgraphy, which attempts to image mechan-
ical properties (e.g., stiffness) of tissues, which aredmto provide valuable medical information. Although
this field is in early stages of both experimental and mathiealalevelopment, the initial experimental and
mathematical studies show a high potential for medicaliagfibns.

There are manifold other novel techniques, such as fornest&lectron Microscope Tomography (ET)
and Cryo-Imaging, which are actively being developed foakbmano-)scale imaging of biological samples,
including protein imaging. ET still faces manifold techogical, and even more mathematical challenges
and is being actively developed.

Presentation Highlights

Lectures at the workshop were given by S. Arridge (UnivgiSibllege London), G. Bal (Columbia Univer-
sity),

W. Bangerth (Texas A&M University), P. Burgholzer (Uppergiian Research), S. Carney (University
of lllinois Urbana-Champaign), D. Finch (Oregon State Wnsity), D. Isaacson (Rensselaer Polytechnic
Institute), A. Katsevich (University of Central Floridap, Kuchment (Texas A&M University), L. Kun-
yansky (University or Arizona), A. Lawrence (National Cenfor Microscopy and Imaging Research, UC
San Diego), C. Li (Washington University, St Louis), A. Maréd (Mayo Clinic), V. A. Markel (Univer-
sity of Pennsylvania), J. McLaughlin (Rensselaer Polytéctnstitute), S. Moskow (Drexel University),
A. I. Nachman (University of Toronto), F. Natterer (Univigyof Munster), V. Palamodov (Tel Aviv Univer-
sity), E. T. Quinto (Tufts University), E. Ritman (Mayo CinCollege of Medicine),

O. Scherzer (University of Vienna), J. Schotland (Univgref Pennsylvania), P. Stefanov (Purdue Uni-
versity), Y. Xu (Ryerson University, Toronto).

The presentations were, as much as possible, clusterediatgto the topics. Three active panel discus-
sions were held after dinner.

We present below the outlines of the lectures.

Several talks were devoted to the actively being developedroacoustic/photoacoutic tomography
(TAT/PAT).

A survey of main mathematical results and open problemseshibacoustic tomography was presented
in the joint talk “Can one hear the heat of a body? Survey ofitaéhematics of Thermo- and Photo-acoustic
tomography” by D. Finch, P. Kuchment, and L. Kunyansky. &ssaf mathematical modeling, uniqueness of
reconstruction, inversion algorithms, stability, incdetp data problems, and others were addressed.

P. Stefanov, in a joint talk with G. Uhlmann “Thermoacoustimography with a variable sound speed”,
considered the mathematical model of thermoacoustic toapdy in a medium with a variable speed for
a fixed observation time intervdl), 7], such that all signals issued from the domain reach its bawynd
by time T . In case of measurements on the whole boundary, a solutiterins of a Neumann series
expansion was described. Conditions close to necessaguéfitdent were given for uniqueness and stability
of reconstruction when the measurements are taken on affibe boundary.

P. Burgholzer, in his talk “Image Reconstruction in Photagtic Tomography taking acoustic attenua-
tion into account” addressed the important, and still nehpketely resolved [10, 32], issue of accounting
and compensating for ultrasound attenuation in TAT. Optiedectors can provide a high bandwidth up to
several 100 MHz, but the resolution is often limited by thewstic attenuation in the sample itself, because
attenuation increases with higher frequencies. Compienstltr this frequency-dependent attenuation is an
ill-posed problem and is limited by the thermodynamic flatton of the measured pressure around its mean
value. These fluctuations are closely related to the dissipaaused by acoustic attenuation (fluctuation dis-
sipation theorem) and therefore a theoretical resolutinit for the maximal compensation of photoacoustic
attenuation can be estimated.

While most works on PAT are devoted to recovery of the inji@ssure, which is considered the sought
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for tomogram, in fact the underlying optical parametershaf tissues are of interest. This barely touched
problem was addressed in the talks by S. Arridge and by G. Bal.

S. Arridge, in the joint talk “Quantitative ReconstructionPhotoAcoustic Tomography” with Ben Cox
and Paul Beard,

addressed the problem of quantifying the optical propeuiederlying the sound generation, which re-
quires one to consider coupled models for optical and awopsipagation. The talk presented some recent
work on this problem, which utilizes a non-linear algoritfon recovering optical absorption coefficient.

The talk “Inverse transport and inverse diffusion theoftephotoacoustics” by G. Bal also addressed the
issue of reconstructing the optical properties from theodépd radiation, which is assumed to be obtained on
the first, “standard” PAT step. It was shown what can or cabeatconstructed in the optical parameters for
two regimes of propagation of radiation: transport (joirtrivwith A. Jollivet and V. Jugnon) and diffusion
(joint work with G. Uhlmann) [7, 6].

Experimental approaches to and problems arising in PAT wensidered in the Thursday presentation
by C. Li (joint work with L. Wang and others).

Two talks were devoted to various versions of the recentiydactively developing elastography and its
medical applications.

J. McLaughlin, in her talk “Biomechanical Imaging: Viscastic Models, Algorithms, Reconstructions;
Application to Breast, Prostate and Brain” gave an overviéthie recent work of her group devoted to mathe-
matics of bio-mechanical imaging and its applications.nBéchanical imaging was described as a promising
new technology that enables monitoring of and predictisgase progression and the identification of can-
cerous and fibrotic tissue. The dynamic data, which was thetifor the work described, were movies of
propagating or harmonic waves. These movies were created $ets of MR or ultrasound data that was
acquired while the tissue was moving in response to a pulsa ascillating force. The main characteris-
tics of these movies are: either (1) there is a wave propagatith a front; or (2) there is a traveling wave
created by two sources oscillating at different but nedréygdgame frequencies; or (3) there is multifrequency
harmonic oscillation. It was shown how data with the chamastics (1) or (2) above could be applied for
cancer identification. The remaining part of the talk coriaad on the mathematical model, algorithms and
reconstructions for movie data acquired when the tissuedgrgoing response to a single or multifrequency
harmonic oscillation. Viscoelastic and elastic modelsendiscussed, as well as approximations to the math-
ematical model, with the related error estimates and alyos. Stability and accuracy of algorithms were
addressed. It was also discussed, why some biomechanreaheters cannot be reliably recovered. Images
were presented that were reconstructed from synthetiéyi &nd in vitro data.

The talk by A. Manduca “Magnetic Resonance Elastographyer@ew and Open Problems” described
the work on MRE done by a Mayo Clinic group. An overview of MREdanversion techniques was pre-
sented, along with a discussion of open problems and issRediminary studies indicate that MRE has
substantial potential as a diagnostic tool, since it camtjiadively and non-invasively measure falD vec-
tor displacement data from propagating acoustic wavesvin. ifrom these data, inversion algorithms can
calculate biomechanical tissue properties such as stgfnéscosity, and anisotropy.

As it has already been mentioned, the standard Electricaettance Tomography (EIT) suffers from
instabilities and low resolution. Several talks addressednt attempts of creating hybrid imaging modalities
that involve electrical impedance measurements as a padianto overcome the EIT deficiencies.

One of such modalities is the current density impedanceiimga@Dl), an emerging method that com-
bines magnetic resonance and electrical impedance measoie Using an MR imaging device allows one
to find current density inside the object to be imaged. Thditamhal information leads to the possibility of
stable reconstruction of the conductivity of the tissuedutdrial on CDI was given by A. Nachman in his
talk “Current Density

Impedance Imaging”, where he described the results of yeimk with several mathematicians and engi-
neers on theoretical and experimental development ancimgaitation of this technique.

It was reviewed how the current density can be determineideénan object using a Magnetic Reso-
nance Imager (a technique invented by M.Joy’s group). If¢éwaents are available, an analytic formula for
calculating the conductivity was described, and expertaleralidation of the method (joint work with K.
Hasanov, W. Ma, and M. Joy) was demonstrated. Much of theadtkessed the problem of reconstruct-
ing the conductivity from knowledge of just the magnitudeook current in the interior (joint work with
A. Tamasan and A. Timonov). The corresponding equipotestiidaces happen to be minimal surfaces in
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a conformal metric determined by the given data. Proof oftifi@bility was described and examples of
numerical reconstructions given. The discovery that ifisei$ to measure just the magnitude of one current
may lead to novel physical approaches to obtaining this dia¢atly.

The lecture was videotaped and is available at the BIRS site

http://www.birs.ca/birspages.php?task=eventvideosefed=09w5017

Other hybrid techniques that allow one to overcome ingtadslof the EIT were described by L. Kun-
yansky, O. Scherzer, and Y. Xu.

L. Kunyansky, in his joint talk “Synthetic focusing in AcawasElectric Impedance Tomography” with
P. Kuchment,

discussed the so called acousto-electric tomography (ABEBET, a focused ultrasound beam is scanned
throughout the object of interest, thus modifying locat telectric conductivity, which in turn influences
the boundary impedance measurements. It was shown on roaintests that availability of this interior in-
formation stabilizes the problem of conductivity reconstion and allows for sharp images to be recovered.
A mathematical model, based on the smallness of the elacwastic effect, was introduced and a recon-
struction algorithm discussed. Then the underlying assiompf the possibility of “perfect” focusing was
addressed. Since in fact such focusing is not practicalyathetic focusing” approach was suggested [23]
and shown to work in mathematical experiments. In this tephe a set of unfocused waves is used, and the
would-be response to the impractical focused illuminatisrderived mathematically.

A different way of combining electrical impedance and dtrand measurements for ultrasound purposes
was introduced by O. Scherzer (joint work with B. Gebauef][1Here the starting point is that electric
currents create small amount of heating throughout thecglged thus thermo-elastic expansion, similar to
the one that is the basis of TAT/PAT. Then the resulting attosgynal is picked up at the boundary and is
used to recover the initial pressure and thus a tomograptage related to the unknown conductivity.

Yuan Xu delivered the lecture “Ultrasound mediated imagmaghods for electrical properties of biolog-
ical tissues.”

He described his experimental work on three different mastod combining ultrasound with electromag-
netic waves for imaging purposes [30, 29, 47], as well as tiieetlying physics and the signal strength. The
first one utilizes the changes in the ultrasound echoes fioladical tissues induced by an external electri-
cal field. The second category is devoted to detecting thetradal potential difference in biological tissues
caused by applying an ultrasound field to the tissues. The thjpe addresses detection of the ultrasound
waves emitted by biological tissues, caused by applyindestrecal field to the tissues.

Yet another hybrid method under discussion, Acousto-@ptadso called Ultrasound Modulated Optical
Tomography (AOT or UOT), involves a combination of opticahtography (OT) with ultrasound illumi-
nation. Here the body is irradiated by a laser beam, and tkgomg optical signals are measured at the
boundary. Since the aim is to image objects of several cet¢ira size, one deals with multiple scattering of
photons, and thus the diffusion approximation is appragri&imultaneous scanning with focused or unfo-
cused ultrasound produces small, but measurable respiongesboundary measurements, which are used
to reconstruct the unknown attenuation coefficient indigettody.

The talk by J. Schotland (joint with G. Bal) contained the @lepment of a mathematical model for
the case when incoherent light and standing ultrasound svake used in AOT. An iterative algorithm is
described for the cases of recovery the attenuation, or thetlattenuation and the diffusion coefficient. It
is expected that the reconstruction is well posed (stabl&#)pugh numerical implementation and rigorous
results are still to be developed.

W. Bangerth, who presented in his talk “Reconstructiondtiasound modulated optical tomography”the
joint work with M. Allmaras and P. Kuchment [2], addressed tase when coherence of the light is assumed
(as it is in current experimental approaches) and the respanthe ultrasound frequency of a boundary
correlation function is used as the data. A mathematicalehfwhich triggered an active discussion and
some objections) was described and shown to work stably mmenigal experiments, reconstructing rather
sharp images, impossible in the regular OT. Although maiqueness and stability questions are still open,
a stability result for the linearized problem was described

Another block of two lectures was devoted to the activelyngealeveloped Electron Microscope Tomog-
raphy (ET) [13, 40, 41] in talks by A. Lawrence and by E. T. Qaiwith co-authors.

A. Lawrence’s talk “Advances in Large Field and High ResiolntElectron Tomography”, reflecting on
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the work done by his group at the Center for Research in Bicéd@Gystems of University of California,
San Diego, provided an overview of the field and its challengée ET is used for constructing 3D views
of sectioned biological samples, which are rotated aroumexas and images are acquired for each “tilt”
angle. It enables high resolution views of cellular and peat structures. ET 3D reconstruction encounters
numerous challenges, including a low signal-to-noiseoraturvilinear electron path, sample deformation
(warping), scattering, magnetic lens aberrations, etc.

The talk “Electron Microscope Tomography” by E. T. Quintef(ecting the results of his joint work with
0. Oktem, U. Skoglund, and H. Rullgard)

discussed ET from a mathematical perspective. Algoritheisgbdeveloped and the microlocal anal-
ysis behind them were described. For small field ET, one cannas that the electrons travel over lines,
and reconstructions that use this model were shown. Howfrdarger field ET, the electrons travel over
curvilinear paths. A new mathematical model for this cass pr@sented that involves a Radon transform
over curvilinear paths. Microlocal analysis of this traorsfi and reconstructions from real data, as well as
theoretical underpinning of algorithms were presented.

Several lectures were devoted to other tomographic teaksigr challenges.

S. Carney presented the talk “Deconstructing the Born s&ri@ new method is proposed for directly
obtaining from experiment the separate orders of the gedltigelds from the exact scattered field. The
approach applies to any system for which a solution may hteasaes Liouville-Neumann series. The method
was simulated and shown to reduce multiple-scatter at$ifadinearized inverse scattering. It has potential
to also be useful in so-called super-resolution problems.

The lecture “Problems in the diagnosis and treatment ofdbicsncer” was delivered by D. Isaacson.

He discussed, in particular, how the ordering of the adrtration of drugs used in the chemotherapy of
breast cancer can make a significant difference in the olgcom

A. Katsevich gave the lecture “An accurate approximate ritlgm for motion compensation in two-
dimensional tomography,” in which he proposed an approterimversion formula for motion compensation
in tomography. The formula can be easily implemented nurablyi Results of numerical experiments in the
fan-beam case demonstrate good image quality even wheomistielatively strong.

V. Markel in his lecture “Inverse radiative transport withetmethod of rotated reference frames” pre-
sented the recently developed method of rotated referenoget. It allows one to obtain the plane-wave
decomposition of the Green'’s function for the radiativasort equation in the slab geometry, which can be
efficiently used to solve the linearized inverse problenttierRTE. Mathematical formulation of the method
and its application to inverse problems and imaging wereudised and examples of image reconstruction
with simulated and experimental data were presented.

S. Moskow delivered the lecture “The Inverse Born SerieDiffuse Waves” (joint work with J. Schot-
land).

The inverse scattering problem for diffuse waves was cemsitl The results on convergence, stability
and approximation error of the solution derived from ini@nsof the Born series, as well numerical simu-
lations, were presented. The method has potential for heseful for other problems such as propagating
scalar waves and Electrical Impedance Tomography.

In his lecture “Possibilities and limitations of ultrasabtomography,” F. Natterer discussed the results
of his recent work on ultrasound transmission and reflectimaging (e.g., [37, 38]). Mathematical issues,
algorithms, and results of reconstructions were presenited/as concluded that the ultrasound tomogra-
phy is currently close to clinical use, with reconstructadgorithms available for resolution down to 2mm.
Reflection imaging was noted as a possible future developmen

V. Palamodov’s talk “Reconstruction in Doppler tomographydressed the problem of recovering a
vector field from some integral measurements. Such dagiarismographic imaging of liquid or gas flows,
tumor detection, optics and plasma physics, and other aféeslongitudinal line integrals of a vector field
(or a 1-differential form f) form provide what is called Ddpptransform. The reconstruction problem in
Doppler tomography has some peculiarities, due to the bbfeeconstruction being more complex than a
function. It was mentioned that the transform is gauge+iavd, i.e. all line integrals vanish for any exact
form (irrotational part of the field). Thus, only reconsttioa of the differentialif is possible. The solenoidal
part of f can be uniquely reconstructed fraffi. In 2D, the problem reduces to Radon transform inversion,
while in 3D the complete data is redundant. In the talk, some knownteeselre discussed and it was shown
thatdf can be recovered using acquisition geometry similar to treeused for recovering scalar functions.
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The method is extended to differential forms of arbitrargmre.

The talk “Micro-Tomographic Imaging of Coherent X-ray Seatusing a Polycapillary X-Ray Optic
Imaging System and Multi-Energy X-Ray Detection” was defed by E. Ritman. It was noticed that co-
herent scatter of X-rays can convey information about thegbal bonds in the material being irradiated,
when the length of chemical bonds is of the order of an X-rayenangth. Consequently, the scatter can
be used to discriminate certain chemical compounds (witlilai atomic content) that have very similar X-
ray attenuation coefficients. The scatter intensity cameeibe recorded as a function of angk from an
illuminating, monochromatic, x-ray beam, or can be recdrolg an energy-binning detector at one angle to
a bremsstrahlung x-ray beam. Both methods provide a séatégrsity profile that is characteristic for the
illuminated material, but its intensity must be correcteddttenuation of the illuminating beam, as well as
of the scattered beam. Thus, a conventional CT image is daegeovide the attenuation map.

Several modes of illumination and scatter recording ttzatdroff signal-to-noise, speed of the data collec-
tion and need for Radon-type tomographic reconstructiomfiine integrals of the scatter were considered.
If a collimator is used then line or sheet illumination cao\pde scatter data from known points within the
3D structure, so that no tomographic reconstruction is eeéed a non collimated detector array is used, or a
volume is illuminated and scatter recorded via a collimat@®n line integrals are recorded and the object has
to be rotated in order to provide the data needed for Radp@ttymographic reconstruction. Polycapillary x-
ray optics and energy selective imaging were used to gentmatographic image data that can discriminate
polymeric materials with very similar attenuation coeffitis.

Outcome of the Meeting

The meeting satisfied the need that existed for addressmqr#ssing issues of novel tomographic techniques.
During the presentations and discussions, the curreetstabathematical development of several emerging
medical imaging modalities was surveyed and recent reantioutstanding challenges were delineated.
The participants of the meeting were extremely activelypined into scientific discussions, especially
during the evening panels, which have worked very efficjentl
This has led to strengthening existing and forging new boltations. There is no doubt that the meeting
will facilitate the much needed progress in this practicatiportant and mathematically challenging area.
Many presentation files are posted on the BIRS’ Web site
at
http://temple.birs.ca/"09w5017/
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Chapter 21

Interdisciplinary Workshop on
Fixed-Point Algorithms for Inverse
Problems in Science and Engineering
(09w5006)

Nov 1 -6, 2009

Organizer(s): Heinz Bauschke (University of British Columbia Okanagd&tssell Luke
(University of Delaware), Henry Wolkowicz (University of &kerloo), Regina Burachik
(University of South Australia), Patrick Combettes (Umsite Pierre et Marie Curie - Paris
VI) Veit Elser (Cornell University)

Summary

The objective of this workshop was to bring together redeanswith a strong interest in projection and first-
order fixed-point algorithms, both from mathematics andnfithe applied sciences, in order to survey the
state-of-the-art of theory and practice, to identify enmeggproblems driven by applications, and to discuss
new approaches for solving these problems.

Various monographs and conference proceedings on prajetiethods and their applications have been
published recently. The participants have not met befockitiis very unlikely they will meet again at
ordinary optimization conferences. We expect this workstwobe the base for new innovative research and
collaborations by its unique mix of experts whose areas pfiegitions are broad, ranging from variational
analysis, numerical linear algebra, machine learning,pdational physics and crystallography.

Overview of the Field and Relationships with the Workshop

In this section, we highlight some of the recent developsant open problems discussed at the workshop.
In particular, we focus on recent scientific progress as astiontributions of participants to the workshop.
The topics are grouped into four distinct areas, but comrhemes that arose throughout the conference
are the potential of first-order methods for solving largaks and/or nonconvex problems, and the need for a
theoretical foundation to explain their success. A remalkaspect of the talks was the role that experimental
mathematics has played in the development of theoretitaition. The use of experimental results on
benchmark problems has long been standard practice inrchsea numerical algorithms, however the use
of mathematical software to test theoretical hypothesagédatively recent phenomenon. The development
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of this practice has been well-documented in the recentdbypiBailey, Borwein and collaborators [5, 4, 6].
The prevalence of computer-aided mathematical discovetlyeé presentations at this conference indicates
that this methodology has matured to an established peactic

Douglas-Rachford / Difference Map Algorithms

The Douglas-Rachford algorithm [38], which is a linear imjpliterative method, was originally developed
in 1956 for solving partial differential equations. In 1979ons and Mercier [56] extended the Douglas-
Rachford algorithm to an operator splitting method for fimgla zero of the sum of two maximal monotone
operators (see [31] for an historical account and thealtietails).

The Douglas-Rachford algorithm was discussed in sevelid tand from different viewpoints [32, 44,
57, 63, 81, 97]. When applied to normal cone operators of tareempty closed convex setsand B, with
associated projector3, and Pg as well as reflector® 4 = 2P, — Id andRg = 2P — 1d, the governing
iteration takes the form
Id+RpRA

2 xna
whereld denotes the identity operator of the Hilbert spae Under appropriate assumptions, the so-
generated sequen¢e,, ),en has the remarkable property th@sz, ).y converges to a solution of the
underlying feasibility problem, i.e., to a point ih N B.

As is the case with good algorithms and ideas in science,ntieithod was rediscovered by different
people working in different disciplines. Noteworthy is thgplication of the Douglas-Rachford algorithm in
phase retrieval with a support constraint (as opposed tostipnd nonnegativity), where it is known as the
hybrid input-output (HIORlgorithm, pioneered by Fienup [47] in 1982. (See also [8pfaiew from convex
optimization.) A very interesting development originatath Elser [42], who has recently very successfully
applied the Douglas-Rachford algorithm to various cordimiand discret@onconveyroblems [43, 50]. In
the physics community, the algorithm is now known asdifference map algorithrand its product space
version a la Pierra [77] adivide and concurNovel applications were given in his talk [44], which is dahle
in video format [45]. The constraint sets that arise in tha-nonvex settings studied by physicists — e.g.
spaces of orthogonal or low-rank matrices — often have ptigjes that can be computed efficiently and
yet are outside the scope of conventional, linear programgrbased methods. By including non-convex
constraints in the general formalism even NP-completelprob are open to these solution methods. In
such applications, where the iterates behave chaotith#yguestion of convergence shifts to mathematical
themes more closely linked to dynamical systems and erggdidacklem [65] illustrated how the software
packageCinderella[55] is a visual aid in refuting conjectures and buildingiition for the Douglas-Rachford
algorithm in low dimensions. The flexibility of the projeati-based method in crystallographic applications
[58, 8, 89] was illustrated with the protein envelope retardions reported in the talk by Lo [57]. Finally,
Yedidia [97] reported on a recent modification of the beliefgagation algorithm based on the difference
map algorithm, which led to a new decoder that is currentlyesof-the-art.

zo € X, (VTL S N) Tpt1 = (211)

Other Projection-type Algorithms

Ben-Israel [18] presented his very recent work [19] onitherseof the classical Newton iteration, which
leads to a geometric interpretation of iterations and chaosgielski [28] described general frameworks
for projection methods as well as his recent generalizgfi®hof the classical Opial Theorem, which is of
fundamental importance in algorithmic fixed point theor][7 De Pierro [37] described his recent work
on gradient and subgradient methods [53] and provided egifmins to SPECT (Single Photon Emission
Computed Tomography). Ideas of self similarity were préseéy Ebrahimi [39], who considered Banach
contraction-based techniques [40]. Based on a statigticdtiscale criterion, Marnitz [66] proposed an
algorithm for solving linear ill-posed equations. His aligfom also employs Dykstra’s method for finding the
best approximation to the intersection of convex sets. Aeohew application of projection type methods
was reported by Mostafa Nasri [71]. Nasri combines an augeddragrangian scheme with projections, for
solving equilibrium problems whose feasible sets are défineconvex inequalities. This method finds first
an approximate solution of an unconstrained equilibriuabfgm, and then, either an extragradient-type step
or a projection onto a suitable hyperplane is performed.
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Inverse Problems, Convex Analysis, Optimization

In the inverse problems community, a lot of work is currenfibhcused on the development of effi-
cient numerical techniques for solving minimization peybs under sparsity-promoting constraints, e.g.
[33, 36, 88, 91, 27], as well as rank reducing constraints,[d6, 75]. Plemmons [78] opened the workshop
with a presentation on spectral image analysis. He showeeiiithortance of identifying and quantifying the
materials present in the object or scene being imaged. Heided a variational fuzzy segmentation model
coupled with a denoising/deblurring model based on faat t@iriation regularized computations, [98]. Beck
[15] presented developments in the spirit of his recent vimiknage recovery [16, 17] that aim at improv-
ing acceleration techniques originally proposed by Nest§f2]. Luke [63] described a dual-space method
developed with Jonathan Borwein in which the regularizeal guoblem is solved via a subgradient descent
method with exact line search [20]. The selection of the tb&sbgradient is formulated as a best approxima-
tion problem, to which a relaxed Douglas Rachford algorife4] is applied. The problem afensor network
localizationwas addressed by Henry Wolkowicz [92]. This problem can bdeteal as a rank constrained
semidefinite programming problem. However, the speciatsiire of the problem allows one to take advan-
tage of the NP-hard rank constraint and solve huge problefiké order of a million sensors) in reasonable
time to machine precision, [54]. A new first order algorithon & class of smooth constrained minimization
problems, calledhe moving balls approximation methodas presented by Marc Teboulle [86], see also
[2]. This relies on a simple geometric idea that approxim#te constraint set by a sequence of balls, and
combines this with a fixed point approach. Another approagtonsmooth optimization problems arising in
signal processing was proposed by Yamada [93], who emplityeeloreau envelope to smooth the original
problem and used a fixed point model to represent the contsiiaithe spirit of [94, 95].

Another interesting development in the use of modern ogation tools in signal processing was pro-
posed by Modersitzki [68] in the context of regularized a#idnal image registration (see also [69]).

Convex combinations of resolvents and the underlying piatthe “proximal average”) were considered
by Wang [90], with particular emphasis on applicationsiiedr algebra, and by Moffat [70] for non-quadratic
kernels. (See [9, 11] for underlying theory.) Nonconvexatawns were explored by Hare [52]. Bauschke
[7] described results on Chebyshev and Klee sets with réspddregman distances induced by Legendre
functions [13, 14, 10]. Lucet [61] described his impleméintaof graph-calculus for computational convex
analysis, based on a calculus introduced by Goebel [51].[Bdtsurveyed recent work on the stability of
Fenchel duality [22, 23], which provide an answer to a probfmsed by Simons. Corvellec [34] presented
new results [3, 35] on therror bound principle Yao [96] provided two linear maximal monotone operators
that he used to show that the answer to a recent question b$®@aker [85] is negative [12]. Zinchenko [99]
reported on a cost-effective usage of GP-GPUs to acceliénater-algebraic computations needed to solve
large scale optimization problems arising in intensity mated radiation therapy treatment planning [30].
An application of augmented Lagrangian schemes for noreoand nonsmooth problems was presented by
Burachik [24]. She described the recently devised Inexamtlified Subgradient algorithm for solving the
(convex) dual of a nonconvex optimization problem. Everutitothe original problem is nonconvex, the
method presented enjoys both primal and dual convergence.

In honor of Rudolf Kalman being awarded the US National Mexfebcience, Jim Burke presented an
interior point algorithm for computing Kalman-Bucy smoethk with constraints [25, 26]. The method obtains
the same decomposition that is normally obtained for thenstrained Kalman-Bucy smoother, hence the
resulting number of operations grows linearly with the nemtif time points.

Scherzer [82] presented some theoretical results edtatgishe relationship between lower semi-
continuity and separate convexity for non-local functisrthat have attracted attention in image denoising.
Extending his techniques further, Scherzer outlined nolatacteristics of Sobolev spaces to derive approx-
imations of the total variation energy regularization ardde to recover existing numerical schemes for total
variation minimization in addition to novel numerical somes.

Monotone Operator Theory

Algorithm (21.1) is the iteration of a firmly nonexpansive pping. Eckstein in his thesis [41] noted that
even though the projection operatdPg and Pz are proximal mappinds the operator iterated in (21.1)

1Schaad provided a simpler example wherand B are thez-axis and the diagonal iR? [81], respectively.
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need itselfnot be a proximal mapping, i.e., it may be the resolvent of a makimonotone operator that
is not a subdifferential of a convex function. As suehpnotone operator theorgppears to be critical for

a proper understanding of the Douglas-Rachford / diffeeemap algorithm. The talks by Revalski [79]
and by Simons [83] go in this direction: Revalski [48, 49, 86] surveyed extended and variational sums
of monotone operators, which are believed to play a role énatalysis of algorithms featuring resolvents
when the sum of the underlying maximal monotone operatarstisnaximal, and Simons considered gener-
alizations of maximal monotonicity to more abstract setif84], nowadays called Simons or SSD spaces.
Lopez [60] and Martin-Marquez [67] explored monotoneiator theory on Hadamard manifolds, including
convergence results for a proximal point algorithm. Anofih@ortant aspect of monotone operators is du-
ality [1, 74]. Combettes [32] examined composite monotaruisions in duality and proposed primal-dual
proximal splitting algorithms to solve them.

Outcome of the Meeting

The organizers will edit a Conference Proceedings voluntidehFixed-Point Algorithms for Inverse Prob-
lems in Science and Engineeringart of the Springer-Verlag series “Optimization and l{gphcations”. A
good number of the participants will contribute to this vokL In addition, several researchers who were
unable to attend the workshop have committed manuscriptgedls including: J. Borwein (Newcastle),
Y. Censor (Haifa), G.T. Herman (New York), and S. Reich (Teah).
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RANDOM), Cristian Giardina (TU Eindhoven and EURANDOM)

Overview of the Field

The theme of the workshop has been equilibrium and non4bquin statistical mechanics in a random
spatial setting. Put differently, the question was whaidesms when the world of interacting particle systems
is put together with the world of disordered media. This afgasearch is lively and thriving, with a constant
flow of new ideas and exciting developments, in the best ofréition of mathematical physics.

Spin glasses were at the core of the program, but in a broaskseBpin glass theory has found ap-
plications in a wide range of areas, including informatibadry, coding theory, algorithmics, complexity,
random networks, population genetics, epidemiology anghfie. This opens up many new challenges to
mathematics.

Recent Developments and Open Problems

The workshop brought together researchers whose intéessat the intersection of disordered statistical
mechanics and random graph theory, with a clear emphasiggications. The multidisciplinary nature of
the proposed topics has attracted research groups witheliff backgrounds and thus provided exchange of
ideas with cross-fertilisation. As an example, we mentiwa problems on which we focused during the
workshop.

The first problem has its origin in the many fundamental isghat are still open in the theory of spin
glasses. Even tough today we have a rigorous proof, in thiexbof mean-field models, of the solution for
the free energy first proposed by G. Parisi, certain relguargerties of this solution (e.g. ultrametricity) still
lack a firm mathematical understanding. Moreover, whenidenisig spin-glass models on the lattice with
short-range interaction, the mean-field picture that mtedhe existence of many different equilibrium states
is challenged by the droplet scenario, where only a few eglegquilibrium states are predicted (related via
the spin-flip symmetry).

The second problem concerns the application of ideas andloaefrom statistical mechanics to the so-
cial sciences. Dichotomic social issues (yes or no matéeesknown to manifest sudden changes, very much
like phase transitions. An approach that has appearedthgéeno use mean-field models (i.e., non-local
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interactions) to describe peer-to-peer relations, pgssiiended to social interaction networks carrying the
interesting small-world and scale-free features of randpaphs. The final aim of this investigation is to
establish conditions for opinion spreading, nucleatiduster formation, and other observed social phenom-
ena, especially within the enormous migratory fluxes nowagsesent in developed countries. The use of
statistical mechanics for social purposes will also leaithéonecessity of statistical parameter estimation via
polls, a newly emerging field with several applications.

The workshop took advantage of an introductory meeting ersttme topic organized at EURANDOM,
Eindhoven, The Netherlands, in March 2008. Some of the stsdend postdocs who attended YEP-V (the
fifth in a successful series aiming at Young European Prdibe)ihad the occasion to meet again in Banff,
together with leading scholars in the field.

Presentation Highlights

Here we summarize the themes that were discussed duringottkshkop.

e Edwards-Anderson model

Monday was largely devoted to the Edwards-Anderson (EA)ehachich describes short-range spin glasses.
In a series of four lectures, presented®@yuck NewmanDan Stein Louis-Pierre Arguinand Michael
Damron the notion of “metastate” was introduced, and the questias addressed whether or not the EA-
model (with a continuous, bounded and symmetric disordglridution) has one or more pairs of ground

states. These two options distinguish between the “drgpittire” and the “mean-field picture”. It was
shown that for the two-dimensional EA-model in the halfr@dhere is only one pair of ground states. The
proof combines ideas from two-dimensional dependent pegiioo with a detailed study of how ground states
are affected by local spin-flips.

Claudio Gibertipresented results of numerical simulations on the threedsional EA model which
indicates that overlap is a good order parameter, in theestiag states conditioned to a given value of the
overlap are clustering. He also discussed analyticallyeffext of flipping the interaction in a subvolume of
the lattice: from bounds on the fluctuation, new integranhiitees involving the overlap quenched expectation
are derived.

Hidetoshi Nishimorspoke about the EA-model in the setting of the replica methad showed that on
self-dual lattices a recursion formula for the replicatadtition function combined with a gauge argument
yields a zero-temperature phase transition.

e Disordered statistical mechanics model on graphs

Tuesday was largely devoted to statistical mechanics orsspandom graphs.

Andrea Montanargave an introduction to the Ising model on graphs that arallpptree-like, showing
that interesting behavior occurs at the critical line. Heved that in the low-temperature phase the Gibbs
measure converges locally to a symmetric linear combinatfdhe ‘plus’ and ‘minus’ state.

Amir Dembapulled the theory into a more general context and reviewathaber of results for statistical
mechanical models away from criticality.

Sander Dommerspoke about the Ising model on a sparse random network elbitiiy randomly con-
necting vertices, called the “configuration model”. He adthat the critical behavior is sensitive to the
exponent in the tail of the distribution of the number of cected neighbors of a typical point.

Lenka Zdeborovapoke about the random field Ising model on sparse randonhgramd also about
some correlation inequalities ruling out earlier conjeetlphases.

Guilhem Semerjiaexplained how to construct quantum spin models on sparslnagraphs using the
cavity method in a non-cummutative setting. The resultsadiiaterest e.g. for quantum computing and
guantum annealing.

e Disordered systems

Various topics in the realm of disordered systems were addrk
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Michael Aizenmaspoke about “Imry-Ma” (volume/surface) versus “ParisiiBas” (dimensional reduc-
tion) for the random field Ising model, showing that in two dimsions disorder destroys the phase transition
no matter how weak. He subsequently argued that for quangstaras the same type of result holds, requir-
ing however different techniques.

Gerard Ben Arouspoke about complexity of the spherigaspin Hamiltonian, showing that the number
of critical points of a given degree (minima, saddle poiets,) at a given height can be counted in terms
of the spectrum of large random matrices drawn from the Gawg3rthogonal Ensemble. This provides an
interesting link between two major research areas.

Silvio Franzprovided a renormalization scheme fespin models on a Dyson hierarchical lattice, where
the interaction between the spins depends on their hidcaldtistance and decays with a given exponent.
This model interpolates between the mean-field model (tefiringe) and the random energy model (zero
range). The renormalization scheme is hard to control nmafieally, but numerical computations suggest
the presence of a phase transition similar to that in theaanehergy model.

Balint Viragreviewed a number of topics from the theory of random Scimget operators, in particular,
the decay of the probability of large gaps in the spectrumsebeiated large random matrices, indicating a
strong form of repulsion between the eigenvalues.

e Mean-field spin glasses and neural networks

Various results for mean-field spin glasses and neural mksweere presented.

Shannon Starexplained the theory of thinning of random partition stues, which serve as a caricature
for the description of the organization of phases in medd-§pin glasses. He outlined the central role that
is played by the Poisson-Kingman partition structure.

Anton Klimovskyconsidered the SK-model with vector-valued spins. Examate the Potts spin glass
and the Heisenberg spin glass. A Parisi-type solution wasddor the case where the a priori distribution
of the spins is Gaussian. For an alternative model, basesotrpic Gaussian processes, a full description
of the replica symmetric solution and the solution with j@rand full replica symmetry breaking can be
obtained. The behavior is similar to that of the random epergdel.

Alessandra Bianchilerived sharp estimates on metastable exit times for thee®eiss random field
Ising model subject to Glauber spin-flip dynamics. For aipaldr starting distribution called the last-exit
biased distribution, the exit time can be computed with thip fof potential theory. By using coupling
methods, it can subsequently be shown that the exit timedsllaindependent of the starting configuration,
allowing for a proof that the normalized exit time has an exgttial distribution.

Christof Kullskespoke about metastates for mean-field disordered systesfsas the Curie-Weiss ran-
dom field Ising or Potts model with binary disorder. He showed the metastates are convex combinations
of a restricted set of pure states, called the "visible” gisasvhile other pure states never occur, called the
"invisible” phases. He also explained how the weights indbvex combination can be computed.

Adriano Barraspoke about the Hopfield model with Gaussian random patt&¥fith the help of a new
interpolation method he was able to find the replica symmeawiution of the model. The model can be
applied to describe the phenomenon of migration integnaticsocial networks.

e Graphs, random graphs and probabilistic structures

A number of related topics on graphs were presented.

Allon Percusaddressed the problem of bisection of the Erdos-Renyiaaingraph. Of particular interest
is the regime where the giant component takes up more thawfrihle vertices. He showed that, just past
the critical threshold for this regime, the bisection sioin$ occur in clusters. This result requires a detailed
understanding of the geometry of the giant component.

Malwina Luczakconsidered the problem of generating a countably infinitéiadly ordered random set
with an order-invariance property, i.e., its probabilitgtdbution is exchangeable. It turns out the generation
can be done with the help of a Markovian growth process thds ath elements sequentially. She showed
how these growth processes can be classified.

Raffaela Burionspoke about statistical mechanics on “physical” graphs,infinite graphs with certain
large scale regularity properties that are common in agfitins. She explained why the spectral dimension
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of such graphs plays a central role in the behavior of a widge®f random processes on the graph, including
random walks, random polymers and Ising models.

e Applications

Several applications of spin-glass theory were presented.

Matteo Marsilitold the participants about models from statistical measaaimed at describing the re-
cent financial crisis. These are based on dynamic randononietwhere the sites represent banks, the edges
represent trading between banks, and parameters are dhasmrordance with a priori insights. Such mod-
els may exhibit sharp transitions between "non-crisis” aniis” states, corresponding to phase transitions
of the network. This allows for some control of the network.

Nicolas Macrispresented a theory for error correcting codes based onesgardom graphs, such as the
“low density parity check” code. The code words to be tratt@dialong the noisy channel are the ground
states of a spin Hamiltonian with random interactions. Tjhia glass phase of the Hamiltonian allows for
many ground states and therefore for an efficient transamis3ihe theory uses cluster expansion techniques.

Nicolas Kistlertalked about Branching Brownian Motion and its relation teridda’'s REM and GREM
models. This process is relevant in application of spinggago evolution and population models, where a
recent class of models having mutation and selection aiites by the FKPP-equation.

Elena Agliaridiscussed the use of statistical mechanics on randomstescto model the immune sys-
tem. She introduced a random bond Ising ferromagnet emledderandom diluted network, which pro-
vides good accuracy in explaining the autopoietic natutb@fmmune system.

David Sherringtorclosed the workshop with a talk that presented many possible applications of
spin-glass models to range-free networks. For instancdebleribed a model having a phase transition from
a regime of Poisson-degree distribution to a regime of pdawerdegree distribution.

Abstracts of the talks

(in alphabetic order by speaker surname)

e SpeakerElena Agliari (University of Parma).
Title: The autopoietic immune network: a statistical physicspective.

Abstract A systematic approach to the immune system has been ar¢readiyathree decades ago,
yet, due to lack of a paved mathematical backbone, this waswmestigated exhaustively. Here we
develop a minimal model, which takes into account the recak affinities among immunoglobulins,
giving rise to a random-bond Ising ferromagnet embeddeddituéed network. We first discuss the
topology of the emerging underlying graph and the statistitechanics approach for its study. Then,
we derive its thermodynamics and analyse both the equilibnd the linear response regimes by
means of mathematical modeling and extensive numericailations. Our results are consistent with
experimental data and strongly support the autopoietigraatf the immune system.

e SpeakerMichael Aizenman (Princeton University).
Title: Effects of quenched disorder on 1st-order quantum phassitions(Q PT1).

Abstract The talk will present the recent proof that the addition m&abitrarily small random pertur-
bation to a quantum spin system rounds a first-order phassiticm in the conjugate order parameter
in d > 2 dimensions, or for cases involving the breaking of a comtirsusymmetry ind > 4. This
establishes rigorously for quantum systems the existefbe émry-Ma phenomenon, which for clas-
sical systems was proven by Aizenman and Wehr. The extemsisrenabled by an improvement in
the argument, in which the role of the classical metastateafiant Gibbs equilibrium measure) was
de-emphasized and replaced by a more direct analysis ofdbehergy. This is joint work with R.L.
Greenblatt and J.L. Lebowitz.

e SpeakerLouis-Pierre Arguin (New York University).
Title: Uniqueness of the ground state for the EA model in the hialfig]l.
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Abstract We consider the EA model on the half-plane with Gaussiaottoer) couplings, zero external

field and periodic boundary conditions in the horizontalrcirmate and free boundary conditions in the
vertical coordinate. We show that, for almost every reéltiraof the couplings, the distribution on

Ground State Pairs (in the metastate sense) is supportedsimgla pair. This talk, the third of a

four-part series, presents results that are joint work efP.LArguin, M. Damron, C. Newman and D.

Stein.

e SpeakerGerard Ben Arous (New York University).
Title: Critical points of random Morse functions on the sphere.

Abstract How many critical points does a random (Gaussian) smootrs®ifunction have on a large
dimensional sphere? How many below a given level and of angivéex? In physics this question
comes under the name of Complexity of Spherical Spin Glaseesjoint work with J. Cerny and A.
Auffinger we solve it using Random Matrix Theory. | will shohatt the answer presents a surprising
structure for the low-lying critical poins of Spherical 8fgblasses.

e SpeakerAdriano Barra (Roma University).
Title: The replica symmetric scenario in the analogical neuralok.

Abstract We present some recent progress in our understanding tdlmeatworks whose patterns are
stored continuously (Gaussian weighted) on the real linappihg this model onto an equivalent bi-
partite spin-glass, we use a new interpolating scheme airotite free energy explicitly in the replica
symmetric Ansatz. Then we study the rescaled order parafateuations to identify, via their diver-
gences, the critical line defining ergodicity breaking, ethindeed matches earlier results by Amit and
coworkers in the dichotomic counterpart. This is joint waiikth Francesco Guerra.

e SpeakerAlessandra Bianchi (Bologna University).
Title: Coupling in potential wells: pointwise estimates and exgattial laws in metastable systems.

Abstract In many situations of interest, the potential-theoreppraach to metastability allows to
derive sharp estimates for quantities characterizing teéastable behavior of a given system. In
this framework, the average metastable times can be exgr#sough the capacity of corresponding
metastable sets, and capacities can be estimated with pfieajon of two different variational prin-
ciples. After recalling these basic concepts and techsigque will describe a new method to couple
the dynamics inside potentials wells. Under some genenabtmesis, we will show that this yields
pointwise estimates and exponential laws on metastabksti®ur key example will be the random
field Curie-Weiss model.

e SpeakerRaffaella Burioni (Parma University).
Title: Statistical mechanics on physical graphs and spectralgpties.

Abstract The spectral dimension of an infinite physical graph, defiaecording to the asymptotic
behavior of the infrared singularities of the Gaussian nhoglepears to be the right generalization
of the Euclidean dimensiod of lattices to non-translational invariant networks whezalthg with
dynamical and thermodynamical properties. The spectnadsion exactly replacesn most physical
laws where dimensional dependence explicitly appears:spleetrum of harmonic oscillations, the
average autocorrelation function of random walks, the geized Mermin-Wagner theorem and the
generalization of the Frohlich-Simon-Spencer bound &pbs. We present the proof of the invariance
properties of the spectral dimension under quasi-isogg(including coarse-graining and addition of
finite-range couplings) and we discuss its relevance ingtrassitions on graphs.

e SpeakerMichael Damron (Princeton University).

Title: Uniqueness of the ground state for the EA model in the hialfig].

Abstract We consider the EA model on the half-plane with Gaussiaottoer) couplings, zero external
field and periodic boundary conditions in the horizontalrciirmate and free boundary conditions in the
vertical coordinate. We show that, for almost every reéliraof the couplings, the distribution on
Ground State Pairs (in the metastate sense) is supportediogla pair. This talk, the fourth of a
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four-part series, present results that are joint work oPLArguin, M. Damron, C. Newman and D.
Stein.

SpeakerAmir Dembo (Stanford University).
Title: Unimodularity, random cluster models and Bethe stategansge random graphs.

Abstract Theoretical models of disordered materials lead to chglleg mathematical problems with
applications to random combinatorial problems and codiegty. The underlying mathematical struc-
ture is that of many discrete variables that are stronglgratdting according to a mean-field model
determined by a random sparse graph. Focusing on randotercinsasures on graphs that converge
locally to trees, we review recent progress in validating tavity’ prediction for the limiting free
energy per spin. This talk is based on collaborations witdr&a Montanari and with Nike Sun.

SpeakerSander Dommers (Eindhoven University)
Title: Ising models on power-law random graphs.

Abstract In many real-world networks, such as the Internet and soetworks, power-law degree
sequences have been observed. This means that, when tlheigtame, the proportion of vertices
with degreek is asymptotically proportional t&*, for somea > 1. Often, these networks have a
degree distribution with finite mean, but infinite variariee< « < 3). We will study a ferromagnetic
Ising model on random graphs with a power-law degree digioh and compute the thermodynamic
limit of the pressure when the mean degree is fifite- 2).

SpeakerSilvio Franz (Universite Paris-Sud 11).
Title: Hierarchical random energy models.

Abstract A long-standing problem in statistical physics of disartksystems is the possible existence
of ideal glassy phases beyond mean-field theory. In thisltaik discuss convergent evidences for a
finite-temperature condensation in a hierarchical REM ogfiiom: (1) exact numerical solution; (2)
high temperature series expansion; (3) stability argument

SpeakerClaudio Giberti (Modena and Reggio Emilia University).
Title: Rigorous and numerical results for the Edwards-Andersodeh

Abstract The first part of the talk will be devoted to a numerical stwdgonditional quenched mea-
sures in the Edwards-Anderson model. In particular twodssue discussed in the restricted ensemble:
the relative fluctuations of different overlaps (relatedhe property of overlap equivalence) and the
structure of overlap correlation (clustering). In the satpart of the talk | will discuss the properties
of fluctuations of free and internal energies of two spirsglsystems that differ by having some of the
interactions flipped. From a bound on fluctuations new opedantities for the equilibrium state are
obtained.

SpeakerNicolas Kistler (Bonn University).
Title: REM, GREM and Branching Brownian Motion.

Abstract Derrida’s Random Energy Models (REM and GREM) have playedugial role in our
understanding of the Parisi Theory. It has however becosar that this class of models cannot fully
encode the large-time properties of more realistic spiaggla of mean-field type. A natural extension
of the GREM is the so-called hierarchical field, the contimsioounterpart being Branching Brownian
Motion (BBM): both models have an in-built hierarchicalwstture where the number of levels in
the underlying tree grows with the size of the system. Coptiathe GREM, for which we have a
remarkably accurate and rigorous understanding, the sdogc properties of BBM still remain rather
mysterious, even at a heuristic level. | will try to give arwaent of what is known, and report on some
modest progress from an ongoing project with L.-P. Arguid AnBovier.

SpeakerAnton Klimovsky (Erlangen-Nurnberg University).
Title: Around one-and-a-half Parisi-type formulae for the freergy.
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Abstract We start by describing our results on the Sherringtonsatkick model with multidimen-
sional spins. We identify the candidates for the order patars and for the Parisi-type functional.
These candidates are related to the free energy throughdiesaaint variational formula obtained by
means of Guerra’s interpolation. So far, we have not beea @bprove the Parisi-type formula for
the general a priori distributions of multidimensionalrspithough we can do so in the case of the
Gaussian distribution. The proof boils down to showing tBagerra’s remainder term vanishes on the
optimiser of the Parisi-type functional. In the second pdirthe talk, motivated by recent work of
Fyodorov and Sommers concerning the Gibbsian random lapdsaenerated by isotropic Gaussian
random processes indexed by high-dimensional Euclidelts) kg prove the Parisi-type formula for
the free energy of a single particle in the random landsc@pe. of the main messages that can be ex-
tracted from our analysis is that the overlap-like ordeapzaters (familiar in the context of disordered
spin systems) are fundamental also in the context of cootisyparameter Gaussian processes with
isotropic stationary increments (at least, if the paramgpace is high-dimensional). The Gaussian
processes are allowed to have short- and long-range cioredde.g., the multiparameter fractional
Brownian motion). Depending on whether the Gaussian pedeas short- or long-range correlations,
the order parameter is either a step distribution functidh two jumps (one step of replica symmetry
breaking) or a continuous distribution function (full real symmetry breaking), respectively. Both
proofs of the Parisi-type formulae are based on the teclesiqfithe remainder term estimates due to
Talagrand and exploit the abundantly available rotatisgaimetries.

e SpeakerChristof Killske (Bochum University).
Title: The metastate approach to random statistical mecharstsmsy.

Abstract The metastate is a probabilistic concept to describe rarsjanmetry breaking. It was intro-
duced by Chuck Newman and Dan Stein to describe the behdvimndom systems in situations when
the Gibbs measure is not unique, by assigning probabilitghis to each Gibbs measure according
to how frequently it appears in sequences of large volumes.wWW discuss lattice and mean-field
systems, including a new geometric characterization dbkgsand invisible phases in the mean-field
setup. This is joint work with Giulio lacobelli.

e SpeakerMalwina Luczak (London School of Economics).
Title: Order-invariant measures on causal sets.

Abstract A causal set is a partially ordered set on a countably iefigibund-set such that each element
is above finitely many others. A natural extension of a casishils an enumeration of its elements that
respects the order. We bring together two different claséeandom processes. In one class, we are
given a fixed causal set, and we consider random natural ggtenof this causal set: we think of
the random enumeration as being generated one point at a bimthe other class of processes, we
generate a random causal set, again working from the botmmdding one new maximal element
at each stage. Processes of both types can exhibit a prajadieg order-invariance: if we stop the
process after some fixed number of steps, then, conditionddenstructure of the causal set, every
possible order of generation of its elements is equallyhiké/e develop a framework for the study of
order-invariance that includes both types of example: mimariance is then a property of probability
measures on a certain space. Our main result is a descrgftiba extremal order-invariant measures.
This is joint work with Graham Brightwell.

e SpeakerNicolas Macris (Ecole Polytechnique Lausanne).
Title: Correlations in sparse graph error correcting codes.

Abstract The subject of the talk will be transmission over noisy alela using error correcting codes
based on sparse graphs. The optimal decoder based on teaqaseasure over the code bits, and its
relationship to the sub-optimal belief propagation decod#l be discussed. A proof will be outlined
of the exponential decay of correlations between code bitslitable noise regimes. A consequence
is the equality of performance curves for the optimal andiebpropagation decoders. These systems
can be interpreted as a special class of spin glasses anddlysia proves that the replica predictions
are exact.
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e SpeakerMatteo Marsili (ICTP Trieste).

Title: Stability and complexity in financial markets (spin-glésshniques for understanding economic
equilibria).

Abstract Trust lies at the foundation of market economies, as stadtharked by the recent financial
crisis. Important progress has been made in understanfdorg,the game-theoretic perspective, the
mechanisms by which trust can break down, relating it tdesfia uncertainty. The aim of this talk is to
scale these insights to the system level by analyzing a simptel of a large population of individuals
engaged in credit relationships. This economy can converge‘good” equilibrium, where a dense
network of credit relations exists and the risk of a run, amasequent default, is negligible. However,
a “bad” equilibrium is also possible: here, the credit netwis sparse because investors are more
nervous and are prone to prematurely foreclose their arelditionships, thereby precipitating counter-
party default and contagion. The transition between thedwulibria is sharp and both states exhibit
a degree of resilience; once a credit crisis tips the systeonthe sparse state state, the restoration of
a dense credit network requires a shift of the parametersb&gbnd the turning point. At the same
time, when the system reverts to the good state, this is t@ves to deteriorating conditions.

SpeakerAndrea Montanari (Stanford University).
Title: A local limit theorem for Ising models on locally tree-liggaphs.

Abstract Sequences of graphs that converge locally to trees araeakst for a number of reasons.
Among others, sequences of sparse random graphs fall icl#ss for several graph distributions. In
this talk we consider Ising models on locally tree-like draand prove a complete characterization of
the limiting measure when the graphs are regular. In pdaticwe establish a coexistence phenomenon
that was understood so far only in the case of finite-dimeraitattices. This talk is based on joint
work with Elchanan Mossel and Allan Sly.

SpeakerChuck Newman (New York University).
Title: Introduction to metastates for Edwards-Anderson models.

Abstract We introduce metastates as probability measures on tlee sfpanfinite-volume Gibbs states
that may be used to study disordered systems such as the d&@aderson (EA) model with po-
tentially many ‘competing’ states. Extensions to metastand excitation metastates for competing
ground states are also discussed. This talk will be the firatfour-part series, which gives some of
the background needed for the second part by Stein, comggdoimain walls for the two-dimensional
EA model (in the full plane), and for the third and fourth gally Arguin and Damron, presenting a
new result on uniqueness of ground states in the half plane.

SpeakerHidetoshi Nishimori (Tokyo Institute of Technology).
Title: Absence of a spin glass transition in two dimensions.

Abstract Although numerical evidence is overwhelming for the aleseof spin glass transitions in
two dimensions, analytical studies are still rare. We haseetbped a theory to show the absence
of finite-temperature spin glass transitions for the Isipig glass on self-dual lattices. The analysis is
performed by an application of duality relations, the replinethod and gauge symmetry. | will discuss
how and when the predictions of this theory can be exact.

SpeakerAllon Percus (Claremont Graduate University).
Title: The peculiar phase structure of random graph bisection.

Abstract The phase structure of mincut graph bisection displaysitefamiliar properties when con-
sidered over sparse random graphs, but also some surgtiseknown that when the mean degree is
below the critical value of log 2, the cutsize is zero with high probability. We study how thaimum
cutsize increases with mean degree above this criticadhiotd, finding a new analytical upper bound
that improves considerably upon previous bounds. Combiigdrecent results on expander graphs,
our bound suggests the unusual scenario that random gragttibi is replica symmetric up to and
beyond the critical threshold, with a replica symmetry kieg transition possibly taking place above
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the threshold. An intriguing algorithmic consequence & #ithough the problem is NP-hard, we can
conceivably find near-optimal cutsizes (whose ratio to thineal value approaches 1 asymptotically)
in polynomial time for typical instances near the phasediteon. This is joint work with Gabriel
Istrate, Bruno Goncalves, Robert Sumi and Stefan Boettcher

e SpeakerGuilhem Semerjian (Ecole Normale Paris).
Title: Quantum spin models on sparse random graphs.

Abstract Classical spin models defined on random graphs have be@bjibet of an intense research
activity motivated, among others, by their relationshipsiodom combinatorial optimization problems.
The heuristic cavity method allowed to make several qualéand quantitative predictions about the
behaviour of such random systems in their large size linoime of these predictions having been
confirmed rigorously. In this talk | will discuss a more reteevelopment of the heuristic cavity
method towards quantum models defined on random graphs.e Thedels can be constructed, for
instance, by turning a classical energy functiombfsing spins into an operator acting on the Hilbert
space spanned by ti2¢" configurations, and adding to it a non-commutative operasa transverse
field. Such models can be represented through path integfraisaginary time configurations. The
cavity method can then be implemented at the quantum levéébiging a sampling procedure of such
spin trajectories. The case of frustrated classical spidetso(for which finding the minimal energy
states can be a difficult task) in a transverse field is of palgr interest in view of application to
guantum computing.

e SpeakerDavid Sherrington (University of Oxford).

Title: Dynamics of information-driven and range-free netwodame results, some thoughts and some
guestions.

Abstract Range-free (or infinite-range) many-body problems arepeihdent of spatial dimension-
ality and offer the opportunity for exact solution in thedarN limit, through mapping to descrip-
tions in terms of macroscopic variables. These mappingstaidsubsequent analysis are non-trivial
when there is frustration between fast variables and eitiesr control parameters or rules are mi-
croscopically quench-disordered or are themselves dyramvith slower characteristic timescales. In
guenched cases with equilibrating fast-variable dynaweicsentional Boltzmann statistical mechan-
ics can be utilised, but still with subtle challenges fororigus analysis. Without such equilibration
often some progress can be made at the level of theoretigaiqsh but many challenges remain in
complete analysis as well as in rigorous justification. Suatge-free problems are first-pass reason-
able models for a number of situations. They are also a riadtieztive mapping for problems driven
by distance-independent information such as occurs fointieenet, stock-market indices, news, etc.
Hence, in many man-made social and economic scenariosaremportant effective correlation ef-
fects with no separation or spatial dimension-depende@oepled with conflicting aims and global
sum rules/constraints, one has frustration, typicallp alth a distribution of individual inclinations.
Network growth is also range-free in certain cases, agqitéyly those driven by internet interac-
tion, simplifying analyses, but still leaving interestiisgues of optimal algorithms, topological phase
transitions, consequences of both uncontrolled and roéralled evolution and possible effects of
frustration. In this talk | shall discuss some of these issiggving some examples, but also posing
guestions for discussion and future study.

e SpeakerShannon Starr (Rochester University).
Title: Thinning partition structures.

Abstract A random partition structure is a random point procesg(oi] such that the points add
up to 1. We consider a thinning dynamics: independently removioigts, keeping each one with
probabilityp > 0, and then rescaling all remaining points to make the suriVe assume infinitely
many points initially. We prove that all partition struadgrthat are infinitely-divisible with respect to
this process are mixtures of Poisson-Kingman processesomés that are invariant for allinclude
the Poisson-Dirichlet structures, which are also the iavdimeasures for the uncorrelated cavity step
dynamics, as proved by Aizenman and Ruzmaikina, and Ardiihthere are also others. This is joint
work with Brigitta Vermesi.
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e SpeakerDan Stein (New York University).

Title: Domain wall structure in the two-dimensional Edwards-Arsbn model.

Abstract We review a result due to Newman and Stein, for the 2D EA maithl Gaussian (or other)
couplings and in zero field, which shows that if a couplingdpendent boundary condition metastate
is supported on incongruent (i.e., statistically dissamilground states, then the symmetric difference
between two such states must consist of a single positimsiyesimply-connected domain wall. This
talk will be the second of a four-part series, using resuttsnetastates presented by Newman in the
first part and laying the groundwork for a new result, preséity Arguin and Damron in the third and
fourth parts, on uniqueness of ground states in the halfepla

SpeakerBalint Virag (Toronto University).
Title: One-dimensional random Schrodinger operators and ramdatrices.

Abstract Random Schrddinger operators can be thought of as Mar&oweks for random walks in a
random environment of obstacles. In the critical regime,gtobability decay for large gaps between
eigenvalues of these operators resembles those for rand@bmc@s. However, the eigenvalue repulsion
is much stronger.

SpeakerLenka Zdeborova (Los Alamos National Laboratory).
Title: Revisiting the random field Ising model.

Abstract Since the dynamical behavior of the random field Ising md&&IM) has some glassy
features many authors have discussed the existence of twvpigpin-glass phase in this model. In
this talk, 1 will first show how an elementary, yet rigorousund can be derived for the spin-glass
susceptibility that allows to essentially answer the goestin the second part | will present an exact
solution of the model on a random graph. | will discuss a metttocompute the phase diagram at
fixed values of the magnetization and its consequences.
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Chapter 23

Search in Constraint Programming
(09w5125)

Nov 29 - Dec 4, 2009

Organizer(s): Gilles Pesanﬂ'icole Polytechnique de Montréal), Meinolf Sellmann (Bnow
University)

Overview of the Field

Constraint Programming (CP) is a powerful technique toesalymbinatorial problems. It applies sophisti-
cated inference to reduce the search space and a combip&tianiable- and value-selection heuristics to
guide the exploration of that search space. Like Integegframing, one states a model of the problem
at hand in mathematical language and also builds a seahhireugh problem decomposition. But there
are mostly important differences, among them: CP worksctyren discrete variables instead of relying
mostly on a continuous relaxation of the model; the modelimgyuage offers many high-level primitives
representing common combinatorial substructures of alpnob— often a few constraints are sufficient to
express complex problems; each of these primitives, cabbedtraints may have its own specific algorithm
to help solve the problem; one does not branch on fracticar@bles but instead on indeterminate variables,
which currently can take several possible values (vargate not necessarily fixed to a particular value at a
node of the search tree); even though CP can solve optimizptdblems, it is primarily designed to handle
feasibility problems.

We believe that a more principled and autonomous approacéefarch efficiency has to be started in
Constraint Programming. Our main global objective is toambe in a significant way research on search
automatization in CP so that combinatorial problems carobed in a much more robust way. By furthering
the automation of search for combinatorial problem solythg workshop should have a direct impact on
the range and size of industrial problems that we will be &bBolve with this approach.

Open Problems
Here are some of the open problems identified by the partitspaome of which were investigated in smaller
groups (see Section 23):

1. Can reinforcementlearning applied to complete seamuhtie superior search performance?

(a) Whatis a good reward function for CSP/COP?

(b) Branching dependent on expected satisfiability? Moreegaly, how can a statistical prediction
of an instance’s objective function and/or feasibilityn@be useful in a solver?

218
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(c) How can we measure progress in a complete search trajécto
(d) How should we evaluate the performance of (new) algorh

N

. Can we make no-good learning work for CP?

3. Isthere a correlation between trajectory-based infieaton and diversification measures and the per-
formance of Local Search solvers?

4. What well-defined, macroscopic properties of an algoristbehaviour can effectively explain perfor-
mance differences between (existing) solvers / on diffegres of landscapes?

5. How can we formulate the notions of intensification anadbification to achieve 3 and 4?
6. What is the conceptual difference/unification betweealland “non-local” (systematic) search?

7. Can we achieve an improvement in the state of the art bygwsitomated algorithm configuration in a
large design space of CP solvers?

8. What are useful/practical design spaces for modellingRnMIP?

Recent Developments

In order to familiarize participants with the range of teicjues currently considered to improve search,
several hour-long background talks were given followed lolysaussion period, taking place during the first
two days of the workshop.

Statistical Measures for Local Search—Summary of Talk (M. &llmann)

In the realm of local search, there exist a number of interggechniques to boost expected search perfor-
mance by learning. We argue that any heuristic search bésstintroduced for the solution of a particular
problem must be justified by a rigorous statistical analgéisharacteristic problem instances.

We reviewed two statistical measures that have been caeside the literature, fitness-distance cor-
relation and so-called global valley structure. Fitneissathce correlation is defined by the correlation of
solutions’ objective function value and their "distance’the nearest global optimum. Fitness-distance cor-
relation is low when on average the better the quality of aitsmi, the lower the distance to the nearest
optimum. Distance can be measured in the number of locatlsesdeps (and therefore depends on the
neighborhood used) or, more practically, as Hamming digtardones and Forrest found that, in general,
low fitness-distance correlation correlates with goodqrenfince of genetic algorithms. We argued that low
fitness-distance correlation gives a statistical justificafor intensifying the search in the neighborhood of
previously visited high-quality solutions.

The second measure that we reviewed is the so-called "gi@ilely structure.” The name conjures a
guestionable mental image. What it formally denotes is d@ircamrelation of the quality of local minima
and the average distance to other local minima. That is, wakspf a "global valley structure” when local
minima have the better objective values the closer theyaarayerage, to other local minima. Boese found
such a "global valley structure” on TSP instances by anaty2500 random local minima. We argued that
"global valley structure” can justify a bias towards seamghfor improving solutions between previously
found local minima. This is, e.g., the case when performitt pelinking.

Now, each search bias that is introduced needs to be balatted counter-force that ensures effective
search space exploration. This in combination with the igeantensify the search around high quality
solutions and to search between local minima leads to a mealch method which we introduced in 2009,
Dialectic Search. In dialectic search, we employ a greegyravement heuristic to find a local optimum
(the "thesis”). Then, we randomly perturbate the local mimm and locally improve the perturbation (the
"anti-thesis”). We then search the space between thosedea iminima (for example by performing path
relinking). If the best solution found during this seardhe(tsynthesis”) is better than the thesis, we locally
optimize it and continue from this solution. Otherwise, vezfprm a new random perturbation of the thesis
to obtain a new anti-thesis. Dialectic search consenigta@ntinues its search with the best found solution
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(the current thesis) until no improvement is achieved fansdime. Only then does the method move to the
anti-thesis and continues the search from there.

Experimental results on set covering problems, magic sguproblems, and continuous optimization
problems show that this meta-heuristic, which is by designservative and combines ideas from other
methods, such as iterated local search, path relinkingahlarneighborhood search, and genetic algorithms,
can effectively lead the design to highly efficient optintiaa algorithms that beat the existing state-of-the-
art by one or more orders of magnitude in performance. Whatiieently missing is an evaluation of the
performance of dialectic search and its components andatisteeal measures mentioned in the beginning.

Lessons from MIP Search—Summary of Talk (J. N. Hooker)

Mixed integer programming (MIP) offers several ideas tteat benefit search in general. Chief among these
is the use of a strong relaxation, normally a continuousalimgogramming (LP) relaxation, to guide the
search.

For more than 50 years, the solution method of choice for gdpairpose MIP solvers has beleranch-
and-boundsearch . Atany pointin the search there is a partial seagehitt which some of the leaf nodes are
open and some are closed. The LP relaxation is solved at@eglepen node, whereupon the search closes
the node or branches to creates two more open nodes—depgesdiwhether the LP solution is integral
or better than the incumbent integer solution. The searahdbres on a selected variable with a fractional
value in the LP solutionBranch-and-cutmethods add cutting planes at various nodes to strengtledoRh
relaxation.

The two main search decisions ariable selectior{which variable on which to branch next) andde
selection(which open node to explore next). Two methods for variablection use pseudo-costs and strong
branching, both of which rely on the LP relaxatid®seudo-costare estimates of the effect on the objective
function value of rounding a fractional variablgtrong branchingises the dual simplex method to calculate
a bound on this effect. The two most common node selectioridieg are depth-first and best bound. Depth
first uses minimal memory and allows fast LP updates, butrdeedan explode. Best bound opens the node
with the best LP relaxation value.

Feasibility heuristicdind integer solutions.Local branchinguses a strategic branch to create a large-
neighborhood local search at the left branch. It uses MiRaoch the large neighborhood of a known integer
solution. The process repeats at the right branch. féhsibility pumpalternately rounds the current LP
solution and then finds the LP solution that is closest to dhaded solution. This is an LP problem because
the L1 norm is used.

At least two lessons can be learned from MIP for search inig&n®ne is the use of duality. The LP
dual can be generalized as iaference dual Lagrangean, surrogate, subadditive, and many other duals
inference duals. The solution of an inference dual is a probe premises that are active in the proof can
be used to constructraogoodor Benders cut that directs the search away from poor solsitidhis method
appears in OR as Benders decomposition, in SAT solvers aselearning, and in Al as (partial-order)
dynamic backtrackingLogic-based Benders decompositiargeneralization, has been used in a number of
problems areas, often with order of magnitude improvememsbiution time. Recently, at least one MIP
solver has incorporated nogoods, returning the idea fidleeto OR.

A second lesson from MIP is that a richer and stronger relaxahakes it worthwhile to invest more
processing time at each node of the search tree. By cont@sstraint programming (CP) solvers use a
weak relaxation (the domain store) and consequently Eébesearch very large trees with little processing
at the nodesBinary (or multivalued decision diagram¢BDDs) are an alternative to the constraint store
that propagates more information from one constraint tothé. They provide a relaxation whose strength
depends on the specified maximum width (and becomes equiv@léhe domain store for a max width
of one). Constraint-specific BDD refinement algorithms swis the filtering algorithms currently used in
CP. Preliminary computational testing shows that BDDs ealuce the search tree for multiple all-different
constraints from a million nodes to one node, with more thanredredfold reduction in computation time.
In testing with multiple among constraints in nurse schieduproblems, they reduce the search tree by a
factor of 10,000 and the computation time by a factor of fifty.

MIP search methods are surveyed in [9] and cutting plane$0h [Local branching is described in [3]
and the feasibility pump in [3]. Inference duality and apations are described in [7, 8], and Benders cuts
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for MIP in [11]. An introduction to the use of BDDSs in consirgprogramming can be found in [1], with
further applications in [4, 5, 6].

Impact-Based and Counting-Based Search—Summary of Talk (GPesant)

To solve difficult problems, successful constraint prograng requires both effective inference and search.
After many years of advances on inference, there has beemerswent focus on search heuristics. This talk
presented two proposals from the literature that take a iglofEal view than individual variable domains.

Impact-Based Search Inspired bypseudo-costi® Integer Programming, Impact-Based Search (IBS) [21]
aims to provide an efficient general-purpose search syrdtagConstraint Programming. It learns from
the observation of search space reduction during searphpxmated as the change in the domains of the
variables. The impact of assigning valdgo variablez is computed roughly as the ratio of the size of
the search space after that assignment to its size befatefde impact of variable sums the individual
impacts of the values in its domain. IBS typically branchedh® variable with the greatest impact and then
on its value with the smallest impact.

Computing such impacts for every variable at each searemtrde requires probing and is time consum-
ing. Typically one computes them at the root of the searah ared then occasionally at other nodes on a
small subset of the variables and to break ties among hiewstsbices. Justification for this is based on the
belief that impacts do not change much from one search trée twoanother but supporting evidence is not
well documented in the scientific literature.

Nevertheless IBS generally performs very well and formshhsis of the default search heuristic in
commercial CP solvers (e.g. IBM ILOG CP Optimizer).

Counting-Based Search Constraints have played a central rolecinbecause they capture key substruc-
tures of a problem and efficiently exploit them to boost iafere. Counting-Based Search (CBS) proposes
to do the same thing for search [22]. Up to now, the only vesibifect of the consistency algorithms had
been on the domains, projecting the set of tuples on eacteofdtiables. Additional information about the
number of solutions of a constraint (gslution counk can help a search heuristic to focus on critical parts
of a problem or on promising solution fragments. At a more-fin@ined level, the proportion of solutions to
a given constraint in which variableis assigned valué, termed thesolution densityf that variable-value
pair, turns out to be a powerful indicator of the likelyhobdtthis assignment appears in a global solution.

For each family of constraints, providing a counting algori is sometimes trivial (e.gel enent con-
straint), sometimes a simple extension of the filtering atgm (e.g.r egul ar constraint), and sometimes
much harder to do exactly (e.gl | di f f er ent constraint). In the latter case, counting is only estimated
through sampling, bounds, or relaxation.

Given the counting information, many different search gios can be considered. Despite trying sev-
eral sophisticated ways to combine that information frowheeonstraint, one of the conceptually simplest
heuristics — branching on the highest solution density agrerery constraint, variable, and value (termed
maxSD — works just as well and often better.

Such a heuristic compares very well with the state of theBased on a varied set of benchmark problems,
it has proved more consistent and often more efficient toessdtisfiable instances. More surprising, there is
some empirical evidence that it can solve unsatisfiablaingts very fast as well (i.e. provide a very small
failed search tree).

This fairly recent line of research raises some questionsorg them:

e Why aren’t more sophisticated ways of aggregating the ¢ogribformation much better than the
simplermaxSC»

e Why is a heuristic guiding the search toward satisfiablespaftthe search tree also good to prove
infeasibility?

e How can this approach be adapted to solve optimization prog?
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Probabilistic Inference Technigues—Summary of Talk (E. HsI)

In the last few years, the constraint satisfaction reseaochmunity has begun to adapt a number of tech-
nigues that are normally associated with probabilisticoeing over graphical models [25, 23, 24, 26, 28].
Interestingly, though, many aspects of these techniguebe#®e viewed in terms of soft analogues of exist-
ing constraint satisfaction concepts, for instance céomiitg and inference. This is unsurprising given a long
history of constraint satisfaction research dealing witipdy structure—probabilistic distributions modeled as
Bayes Networks [29] and Markov Random Fields [30] are carttirs cousins to the discrete sets of solutions
represented as constraint problems.

In particular, probabilistic models and constraint proideeach express an otherwise intractable function
over configurations of variables as a product of simpler fions. Using the factor graph formalism, and the
algebraic notion of a semi-ring, then, we can make this corspaexplicit. Afactor graph[27] is a bipartite
graph containing two types of nodesariablesand factors (i.e., functiong. Associated with each such
node is a variable or a function over variables, respegtivedually we will not need to distinguish between
variables/factors and their associated nodes in the giidpmhedges in a graph are defined unambiguously by
the scopes of the functions. Thus, we can typically denote®f graphG = (X, F') solely in terms of its
variablesX and factorg”'. A configurationis an assignment to all the variablesin the exponentially-sized
set of all such configurations is denotedNFIGS X). The semantics of a factor graph are such as to map
each configuration of its variables to a real value; the gsagthucture shows how this value factorizes into a
product of individual instantiations. In particular, a tacgraphG defined as above realizes a functidf
over configurationg € CONFIGS X ):

We (@) = [[ fol@o.) (23.1)

fa€F

Here “|o,” represents the projection of a configuration onto the danadifunctiona. In other words, to
calculate the value of a configuration, we can just perforueisg function evaluations and multiply the
results together. In its role as a probabilistic graphicatiel, a factor graph represents the joint probability
distribution overX, whose contents are considered random variables. Whyshould be interpreted as
issuing weights over configurations; such weights must themormalized to form a proper probability
distribution:

p(¥) = %/Wc(f), where N = Yoo We@ (23.2)
#eCONFIGSX)

N is known as the normalizing constant or partition functioh(); its calculation is equivalent in structure
and complexity to the marginal computation problem statettié next section. Alternatively, the most basic
insight of the student’s research is that a factor graph tamlee used to represent a constraint satisfaction
problem:

A constraint satisfaction problem can be represented astarfgraph whose factors are alf1 func-
tions. That is, all factors evaluate to eittierexpressing the violation of a constraint, orlteexpressing the
satisfaction of a constraint. The weight functidf, for such a factor graph thus equals one if and only if a
configuration meets all of the constraints, indicating thsaction of the problem as a whole. The normal-
izing constant\" represents the number of solutions for such problems—dicagly the completed Equation
23.2 represents a uniform distribution over the set of smhst (For unsatisfiable problems both the equation
and the concept of a distribution over solutions are undéfjne

The term “algebraic semi-ring” is used to indicate the esakdifference between probabilistic and
combinatorial reasoning: in the former, sum and productreaéized by standard arithmetic addition and
multiplication, while in the latter they are realized byjdisction and conjunction. But by the simple defini-
tion given directly above, any constraint problem can bedliy encoded in terms of addition/multiplication,
as a uniform distribution over its set of solutions. Thus,c@a ask standard queries defined over such dis-
tributions, and for a starting point we can consider stathg@obabilistic algorithms defined over graphical
representations of such distributions.
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Computer-Aided Algorithm Design: Principled Procedures for Building Better
Solvers —Summary of Talk (H. Hoos)

High-performance algorithms can be found at the heart ofynsaftware systems; they often provide the key
to effectively solving the computationally difficult pradshs encountered in the application areas in which
these systems are deployed. Examples of such problemd@stheduling, time-tabling, resource allocation,
production planning and optimisation, computer-aidedgieand software verification.

Many of these problems ar&P-hard and considered computationally intractable. Néedess, these
‘intractable’ problems arise in practice, and finding gootlisons to them in many cases tends to become
more difficult as economic constraints tighten.

In most (if not all) cases, the key to solving computatiopahallenging problems effectively lies in the
use of heuristic algorithms, that is, algorithms that madeaf heuristic mechanisms, whose effectiveness can
be demonstrated empirically, yet remains inaccessiblegtanalytical techniques used for proving theoretical
complexity results. (We note that our use of the term ‘heéigredgorithm’ includes methods without provable
performance guarantees as well as methods that have pegeaiibrmance guarantees, but nevertheless make
use of heuristic mechanisms; in the latter case, the usewfdtie mechanisms often results in empirical
performance far better than the bounds guaranteed by rigdteoretical analysis.) The design of such
effective heuristic algorithms is a difficult task that régs considerable expertise and experience.

High-performance heuristic algorithms are typically donsted in an iterative, manual process in which
the designer gradually introduces or modifies componemsemhanisms whose performance is then tested
by empirical evaluation on one or more sets of benchmarklenat. During this iterative design process, the
algorithm designer has to make many decisions. These aorbeices of the heuristic mechanisms being
integrated and the details of these mechanisms, as well glsrimentation details, such as data structures.
Some of these choices take the form of parameters, whosesvate guessed or determined based on limited
experimentation.

This traditional approach for designing high-performaalgorithms has various shortcomings. While
it can and often does lead to satisfactory results, it teadsettedious and labour-intensive; furthermore,
the resulting algorithms are often unnecessarily comgitavhile failing to realise the full performance
potential present in the space of designs that can be binlg tise same underlying set of components and
mechanisms.

As an alternative to the traditional, manual algorithm gegirocess, we advocate an approach that uses
fully formalised procedures, implemented in software, éompit a human designer to explore large design
spaces more effectively, with the aim of realising algarmi#hwith desirable performance characteristics. This
approach automates both, the construction of target &hgosias well as the assessment of their performance.
Computer-aided algorithm design allows human designdoxtes on the creative task of specifying a design
space in terms of potentially useful components. This aespgce is then explored using powerful heuristic
search and optimisation procedures in combination withiggnt amounts of computing power, with the
aim of finding algorithms that perform well on given sets atdbutions of input instances.

Our approach shares much of its motivation with existingkamr automated parameter tuning, algorithm
configuration, algorithm portfolios and algorithm seleati all of which can be seen as special cases of
computer-aided algorithm design. Using this approach, axe lachieved substantial improvements in the
state of the art in solving a broad range of challenging coaiorrial problems, ranging from SAT and mixed
integer programming to course timetabling and proteincstme prediction problems.

As a design approach, computer aided algorithm design ésratse principled than thad-hocmeth-
ods currently used, which makes it easier to disseminatesapgort, in the form of software systems for
computer-aided algorithm design. Because of their moma&tised nature, computer-aided algorithm design
methods are also easier to evaluate and to improve. Thedtajf@nent and application therefore constitutes
a key step in transforming the design of high-performanger&ghm from a craft that is based primarily on
experience and intuition to an engineering effort invodyformalised procedures and best practices.

Drawing from methology and insights from a number of areadpiding artificial intelligence, empirical
algorithmics, algorithm engineering, operations redgancimerical optimisation, machine learning, statis-
tics, databases, parallel computing and software endimgeave believe that computer-aided algorithm de-
sign will fundamentally change the way in which we desigrhhggrformance algorithms. As a result, human
experts will be able to more easily design effective sol¥ergomputational problems encountered in appli-
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cation domains ranging from bioinformatics to industrigieduling, from compiler optimisation to robotics,
from databases to production planning.

Scientific Progress Made

The following two days were spent in subgroups exploring saopics identified at the end of the second
day.
Learning during Search

Topic During the working session we concentrated our efforts astidieing what would be the contri-
butions of machine learning techniques, such as reinfoecgifiearning, to the field of search in constraint
programming. The focus of the discussion was put towardg wdald be achieved using learnimnlgiring
search, that is not using any offline training. We believs thiimportant to make such technique readily
available as part of black box CP packages without requlengthy model training phases.

State Learning techniques are based on the principle that givatnothe can recognize that a process is in
a given state, it is possible to learn the best suited actiahghould be performed. We consider the search
state to be represented by the position in the search treb. @sition can be described by:

¢ the set of all branching decisions

e the set of all variable-value assignments

e the domains of all variables
Features Since learning mechanisms are subject to the curse of dioraigy and furthermore since the
above state description has non constant dimensionalisydesirable to succinctly describe the states as a
short vector. To do so we defined features that could posaligiract states by mapping them to real numbers.

Itis obviously crucial for performance that the featurdswvalus to discriminate well between states. We have
identified the following features:

e number of fixed variables

e size of the search space defined by a metric on domain sikegt{e Cartesian product)
e structure of the constraint graph

e solution space defined by information based on solution thogin

e lower bound on the objective value

e backdoor information (probing, information based on théaieom root to failure)

Actions Given a state identified by a set of features, the possibierecthat can be taken during search are
typically:

e branching on a variable/value assignment

e branching on a constraint (like precedence or domain sygjtt

e restarting

e changing inference levels (from bound to arc consisternoyioe versa

e changing the amount of propagation

e changing the search heuristics (variable and value setebgurisitics)

e changing the tree traversal strategy (DFS, LDS, etc.)
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Reward function We discussed the possible reward functions that could ket diseng learning. When a
reward is given after following an action, this reward wobklback propagated up in the tree to previously
taken decisions and visited states. If a failure has clearggative reward, it is not obvious how to define
positive rewards. Given that we are solving a CSP, findingaailide solution is not only a success but also
the goal of the search... It was suggested to use as postiards something similar to pseudo costs in MIP.
In CP this could be the difference in feature value for twocgssive states like, for instance, what is done
during impact based search.

Notwithstanding the focus of the discussion, we agreedtthating the reward function offline, perhaps
using sophisticated parameter tuning packages such ash&H 4] would probably be a good idea.

Algorithm  We agreed that temporal difference learning will not be sidfit as propagation is expensive
and it would be impractical to evaluate all possible branghdecisions. Therefore it was suggested that a
variant of Q learning would thus be more appropriate in suchse. There are a few papers on learning for
Job Shop Scheduling by Zhang and Dietterich which seemy épglich a framework.

Empirical Models for Local Search

Topic The group addressed the issue of developing measureméatsibgearch behaviour that could make
a contribution to the principled understanding of localrsegerformance. For example, there are a consid-
erable number of papers that make appeals to two ill-defioéidms (intensification and diversification) as
a basis for motivating new local search algorithms and tiana or as a basis for an intuitive explanation of
search performance. There appears to be a notion that iefalus balance intensification and diversifica-
tion. To some extent such work is problematic as there is nodbdefinition (or even agreement) on what
these measurements really are or how to measure them. dherebntrolled experiments that seek to test
if the superior performance of a given algorithm is relatds ability to, say, intensify, better than another
algorithm cannot be done and the “empirical science” of istiarsearch is not well developed.

Group The working group consisted of: Chris Beck, University ofdioto; Holger Hoos, University of
British Columbia; Eric Hsu, University of Toronto; Serdaa#ioglu, Brown University; and Steve Smith,
Carnegie Mellon University.

Summary of Important Points A detailed discussion over approximately three hours, lo@es the fol-
lowing main points:

e Search Trajectory FeaturesWe are primarily interested in characteristics of the staisited by a
search method and the order in which the states were vidieclising on such measures, it was felt,
would abstract away from algorithm details as well as frondkcape features (e.g,. “the big valley”).
While both algorithm details and landscape features armitapt it was generally agreed that they
only impact search performance via the search trajectahsariocusing on the trajectory may help in
developing and testing more precise ideas.

e Quality and Distance Measuredt is important to distinguish quality and distance measuv dis-
tance measure has something to do with the number of stejps (@stimate or bound on the number
of steps) that it takes to get from one state to another. Famele, one measure of stagnation might
be that the maximum Hamming distance between the startingjeo and any solution visited is not
growing very quickly. In contrast, we have measures thdtohe the cost function such as statistics
about the quality of local optima (e.g., mean or varianceaafficient of variation of the costs of the
local optima encountered). We also have potential meashatsnclude them both such as statistics
about the distance between consecutive local optima. Qaald distance metrics may reflect the same
underlying search behavior in different ways. For examipke |ocal search is lost of a large plateau,
a distance-based measure would show progress (e.g. giettieasingly further from the starting so-
lution) while a cost-based measure would show stagnatian, (@arrow variance in the cost of local
optima). The group discussed intensification and divesdifio from the perspective of both quality
and distance. It seems reasonable that for distance-baszslines, intensification and diversification
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should be inverses: the more search visit states closeqinHamming distance) to a starting point
(intensification), the less it explores different solusddiversification). Quality-based intensification
would seem to have the flavour of aggressively following & goadient whereas quality-based diver-
sification might be measured by the variance of the costsatést(or local optima) that have been
visited. It was felt that these are not directly inverses.did@r formal definition of these notions was
developed—when such a definition is, different names shoilgsed.

e Measures of Local Optima Trajectory Search trajectory features should be broad enough to iaclud
sub-trajectories. It was suggested that rather than lgo&inthe state-by-state trajectory, it might
be valuable to abstract to a local optimal-by-local optimegetctory: look at the characteristics of
consecutive local optima. The local search features us&»HAireilla [13] were given as examples.
Over one local search run, measures include: change inrowststarting solution to minimum local
optima found, number of search steps to first local optimaylrer of steps to minimum local optima,
ratio of the difference in cost from starting solution toffiecal optima to the difference in cost from
the starting solution to the minimum local optima, coeffidief variation of the cost of local optima.
Distance and quality measures that can be defined on thellmeaech trajectory could be defined for
the local optima trajectory and may be more meaningfuldative.

e Desired Characteristics of Measureshere are a variety of desirable qualities for any measinags t
we suggest. In particular, a measure over time ism ore utiedula single summary number. To take
one example, it would seem that some sort of moving coefficiEvariation of local optima qualities,
visualized in a graph, is more meaningful than a single nunidrethe entire trajectory. Measures
should also “make sense” for particular, simple local dealgorithms. For example, random walk
intuitively should have some mediume-level of diversityrtieasured as a distance metric) while random
sampling should have a relatively high measure (thoughgperinot as high as a more sophisticated
sampling method specifically designed for coverage of aegpakny suggested measure should be
tested to confirm such “intuitive” behaviour.

e Specific Measure Suggestion®ne starting point for specific measures is the work of Samams &
Southey [12] who suggest: mobility (average Hamming distdretween states that areteps apartin
the trajectory), coverage (a measure of the maximal disthrtween visited and unvisited states), and
depth (average objective value over the trajectory). Oggesstion, based on mobility, is the expected
number of steps to encounter a state with a Hamming distafmoer@ thank from the starting point.

Further Information It is intended that a more in-depth description of the abaiatp will be posted to
the website of the Constraint Programming Society of Nontiefica.

Algorithm (CP solver) configuration

Topic The group discussed the application of automatic algoriesign to Constraint Programming. Au-
tomatic Algorithm design opens a new paradigm of thinkinguhand writing solvers. Usually the few
parameters in solvers that are left open to the user for aamafipn have some “semantics”. When writing
a highly configurable solver to be tuned by an automatic @lyordesign, the designer can expand the ex-
posed tunable parameters to aspects that do not have obmaarisics”. In complex configurable algorithms,
one needs a way to express conditional dependencies bepaemmeters. This can be handled currently by
methods such as ParamlILS [14]. In a complex design spacéglittimelp to be able to express preferences
over the design space such as “I expect this parameter vistivdlue to have negative interactions with this
other parameter-value pair.” or “If you change this paranegbu might need to change this other parameter.”
One can also consider specifying a prior over the parampéeres

The challenge in applying automatic algorithm design to &Pppposed to SAT, is that in CP there is
a tight connection between the formulation of the model d@dsiolving method applied (e.g. constraints
(model) and propagators (algorithmic)).

Design Space of CP Solvers The group discussed the possible design space for a CP soldédentified
relevant paper references:
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e encoding/formulation/modeling alternatives ( ref. [16f futomatic reformulation )

e ordering of propagation of constraints (ref. [18] for configble priority queue of constraint groups in
Gecode)

e restarts

e branching heuristics ( e.g. automatic selection betweertiffierent variants of impact-based heuris-
tics)

o filtering levels of constraints (ref. [20] for automatigathoosing propagators)

e overall search approach (i.e. local search versus treetgear

Relevant Work We identified some existing work and systems that includéigdautomated algorithm
design: AEON [19], Essence [16], Minion [17] (highly paranieed, reformulation SAT/LP, different prop-
agations for alldiff), and Tailor [15] (direct compilatida Gecode and Minion from model language).

Challenge Problem To make this study more concrete, it was suggested that Wweagiarticular problem
and have different people create different reconfigurabligtion methods with exposed parameters. Then
once these models are submitted, we could put everythingeasamponents of a global design space that
can be then explored through the automatic algorithm ddsignework. It was suggested that the challenge
problem could be quasi-group with holes (QWH).

Instance-based Algorithm Configuration We also had a brief discussion on instance-based automatic
algorithm selection and configuration and in particularittetance features of CP problems important for
algorithm selection. We identified relevant work by Paseal tHentenryck on the use of syntactic features
of scheduling problems in COMET. One could also consideoritlgmic features that are more informative
but maybe more expensive to compute than the ones used in TQOdEh as some of the features used in
Satzilla for SAT, e.g. running a local search on the instamérecording runtime until first feasible solution
found.

Outcome of the Meeting

We expect that some of the discussions started during thiesivop will be continued and eventually lead to
scientific publications. Many informal discussions in sieragiroups also took place and the general feeling
was that this had been a great opportunity to network with@riorth-american constraint programming
community and to spark new collaborations. Some of thesil@so lead to publications in the next few
years. We agreed to repeat the experience.
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Ted Lewis Workshop on SNAP Math
Fairs 2009 (09w2150)

Apr 24 - Apr 26, 2009

Organizer(s): Tiina Hohn (Grant MacEwan University) Ted Lewis (Univeysitf Alberta)
Andy Liu (University of Alberta)

This was the seventh year that math fair workshops have beldrel BIRS. This year two workshops
were held with seventeen participants in the first workshmbsixteen in the second. The first workshop was
directed mainly towards math fairs for elementary, jun@nd senior high schools, the other was concerned
with math fairs for pre-service teachers attending cobeyed universities.

The participants came from elementary schools, junioh-ligd high schools, from independent organi-
zations, and from universities and colleges. The purpotieofiorkshop was to bring together educators who
are interested in using our particular type of math failezhh SNAP math fair, to enhance the mathematics
curriculum. (The name SNAP is an acronym for the guiding @gles of this unconventional type of math
fair: It is student-centered, non-competitive, all-irsilte, and problem-based.) The projects at a SNAP math
fair are problems that the students present to the visitoggteparation, the students will have solved chosen
problems, rewritten them in their own words, and createdibaon models for the visitors. At a SNAP math
fair, all the students participate, and the students aréattiitators who help the visitors solve the problems.
This process of involving students in fun, rich mathemaiicthe underlying vision that makes the SNAP
program so unique and effective.

At the BIRS workshop, the participants learn about and trihateased puzzles and games that they can
use in the classroom. More importantly, they have a chanseedow other teachers have organized math
fairs at their schools, how the SNAP math fair fits the culdoy and what some schools have done for
follow-ups.

At the first workshop, Garnik Tonoyan from Yerevan State @mity in Armenia was a special guest
speaker. Dr. Tonoyan has been involved with the Internatiddath Olympiad for many years and he
described some of his work Armenia.

The concept of the SNAP math fair originated in Edmonton wtidy Liu and Mike Dumanski, and
it has proved so successful that it led to the formation of m-pi@fit organization, the SNAP mathematics
foundation, which has helped promote mathematics in sshaaund the world. As well as the SNAP
foundation, the Calgary-based Galileo Education Netwag&akiation (GENA) helps schools organize math
fairs, and provides valuable lesson-study follow-ups. fidumder of GENA, Sharon Friesen, described the
work of GENA in Alberta and BC.

Altogether, the BIRS math fair workshops are having a natiéeimpact on mathematics education. The
BIRS math fair workshops have contributed greatly to thdifemation and popularization of the SNAP math
fair. SNAP math fairs have been held at schools in Albertaa@m, British Columbia, as well as in several
countries other than Canada. In some places, the use of a &hNdliPfair to change children’s attitudes
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about mathematics has almost become a "grass-roots” mateméhough there is only a small amount
of research concerning SNAP math fairs, several partitiphave strong anecdotal evidence that student
achievement in mathematics improves after they have jgaatied in a SNAP math fair, and that the problem
solving that they do in preparation for the math fair transte other areas of the curriculum.
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Workshop on Stochasticity in
Biochemical Reaction Networks
(09w2142)

Sep 25 - Sep 27, 2009

Organizer(s): David Thorsley (Biotechnology HPC Software Applicationsstitute),
Brian Munsky (Los Alamos National Laboratory)

Overview of the Field

Cellular processes are subject to vast amounts of randdatiear, which can cause isogenic cells to respond
differently, despite identical environmental conditiofi®ecent experimental techniques make it possible to
measure this variation in gene expression, protein abuwejamd cellular behavior. Combined with com-
putational modeling, these techniques enable us to untbearauses and effects of stochastic cellular dy-
namics. Depending on cellular function, biochemical psses may act to minimize stochastic variations or
exploit them to the cell's advantage; in both cases, celiplacesses have evolved to be remarkably robust
to both intrinsic and extrinsic noise. By exploring this usness in naturally occurring biological systems,
we hope not only to improve our understanding of cellulatdgg, but also to formulate the “design princi-
ples” necessary to build similarly robust biochemical gite and nanoscale devices. The second workshop
on Stochasticity in Biochemical Reaction Networksheld at Banff International Research Station, 25-27,
September 2009 served as an excellent venue to discuss Hifaceted progress in this field.

The exciting research topic of stochasticity in biochemiegworks combines many different aspects
from multiple disciplines. First, experimental moleculaologists have begun to develop and perfect new
guantitative techniques to observe single cell and singleeaule dynamics. Tools such as flow cytometry
and fluorescence activated cell sorting (FACS) enable relsees to measure the protein levels for millions
of individual living cells in the time span of a single minathus conducting millions of simultaneous ex-
periments. Time-lapse fluorescence microscopy and middaffihave made it possible for researchers to
measure, track and manipulate the behavior of single aeltaiiefully controlled micro-environments. Sin-
gle molecule fluorescende situ hybridization (FISH) techniques enable researchers ttoexphe spatial
distributions of specific RNA molecule within a cell.

Next, theorists and mathematicians have derived new datwé methods to analyze and explain the vast
amounts of statistical data gathered from such experimgrigsknown that stochasticity in cells is caused in
part by what is referred to as “intrinsic noise” - the varlépicaused by the statistical dynamics of a chemical
reaction with a small number of reactants - and in part byrfesic noise” - the variability caused by random
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fluctuations in a cell's environment. The participants iis ttworkshop have developed many methods to
understand and differentiate between these types of \fityiab experimental data.

Finally, collaborations between theorists and experimléts can enable the multidisciplinary commu-
nity to understand how, why and when different cellular natbms transmit variability in different ways, i.e.
some suppress it while others amplify or exploit it. For epgmncontrol theory can help us understand feed-
back and feedforward regulatory motifs in cellular arctiitees, while an information theoretic perspective
can help us to understand how cells in a developing multitzllorganism can determine their exact spatial
location. These analyses suggest new methods and appeoprigels for mathematically demonstrating
how certain motifs are useful for dealing with cellular uriaéties. Such analyses are then directly appli-
cable to the work of more applied researchers, who can use tieories to better constructing synthetic
biological circuits and devices at the nanoscale levelugting biomolecular motors and DNA molecular
machines.

This workshop highlighted many of these recent improvesignmeasure, analyze, understanding and/or
implement stochasticity in biological systems and haseskas a starting point to devise the next crucial steps
in this progress. A brief summary of some of the specific tojicthese categories are discussed in more
detail in the following section.

Presentation Highlights

The participants of this workshop form an intellectuallyetise group of researchers united by their interestin
the subject of stochasticity in biochemical reaction nekspthey represent the fields of biology, biophysics,
engineering, chemistry, mathematics, and computer seideach has contributed to the field of biochemical
networks in either the theoretical or experimental sphateraany have contributed in both areas.

Kyung-Hyuk Kim, University of Washington derived sensityvanalyses to better understand the effects
of cellular variability as it passes through biochemicalwweks. In theory, these sensitivities could later
be used in synthetic biological design to control cellulactliations while minimizing changes in mean
concentration levels.

Mary Dunlop showed how temporal measurements of gene esiprefuctuations could help scientists
to determine the existence and form of regulatory links. Stmved that natural stochastic noise aids in this
process by exciting the systems dynamics. Then as thesmastacdynamics pass through the network it is
possible to follow the signature of that noise and deterrtiireinderlying sequence of protein (in)activation.
Using single cell microscopy and a well characterized tlu@er synthetic gene regulatory construct, she
validated the usefulness of these approachesiwitfivo experiments. She then applied these approaches to
discover the regulatory mechanisms in a natural galactesabulism networkd]

Aleksandra Walczak used analytical tools from the theorifdfrmation processing to understand how
cell regulatory networks transmit information in order tmgess external stimuli and initiate cellular re-
sponses. Certain biological tasks require more precismantlaus more information than others. However,
small concentrations of regulatory components at the legllavel (and the resulting intrinsic noise) place
strong limitations on cells’ abilities to conduct this imfieation transmission. Thus, by understanding how
much information is necessary to complete a given biolddigzction, one may be able to predict the quali-
tative and even quantitative form of the network necessacpmplete that functior?]. By generalizing the
theoretical considerations of information flow, Walczagoslormulated spectral method to compute the joint
stationary probability distribution of gene regulatorgcades?].

James Faeder illustrated the vast complexity that caniarsggnaling networks involving myriad protein-
protein interactions. Through combinatorial complexibe number of distinct chemical species in a given
biochemical reaction may exceed any reasonable numbée, thileimechanics of these reactions and species
can be understood with a handful of reaction “rules.” In tilmese rule-based models can be efficiently simu-
lated with on-the-fly generation of the chemical speciebeglbecome importan®]. Faeder has successfully
applied these rules to develop models to cell-surface teceggregation under typical experimental condi-
tions [?]. Although biochemical networks like the ones discussedragder can be incredibly complicated,
they can often be reduced to much simpler systems as Ilya Naareillustrated in his presentation. The key
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component of this work was to eliminate the many fast chehsigacies without losing information regard-
ing the slow, non-Poissonian fluctuations of the slow chafhspecies?]. In related work, Nemenman and
collaborators have shown the even very complicated migp-processes can reduce down to much simpler
dynamical systems?[ 7).

Arjun Raj presented a novel approach that he has developeétext and count individual mRNA
molecules inside a single living cell. This process knowsiagle molecule fluorescenaesitu hybridization
promises to revolutionize the study of stochasticity gexgritatory networks?]. Raj then uses this approach
to study the gene regulatory network responsible for thesbgut formation during early embryonic devel-
opment inC. elegans

Also using the FISH approach to detect single mMRNA molecuBregor Neuert has studied the high-
osmolarity glycerol (HOG) pathway, which is one of the miogactivated protein kinase (MAPK) pathways
in Saccharomyces cerevisiae yeast cells. While the cormpeié this regulatory network are known from
many years of previous work, the dynamics of stochastic gapeession in single cells were previously
unknown. With the precise single-cell experimental prared offered by FISH, and careful modeling, a
simple intuitive model has been formulated to capture aedipt the all observable aspect of the single cell
dynamics.

Inspired by the new wealth of quantitative single cell expent data offered by flow cytometry and
single cell microscopy experiments, Brian Munsky showed baoe could use this data to better identify the
parameters of gene regulatory systems. With theoretiodiest, Munsky showed how the distributions of
single cell population responses at a few transient timatpaould provide a lot of information about the
underlying system’s dynamics, much more information thenhtainable from just the mean behavior or
even distributions taken at a stationary time point. Thasertetical studies help to establish experimental
guidelines that have been used help to identify and testginsgimodels for () lac regulation in E. coli using
flow cytometry experiments?] and (i) the HOG pathway in yeast using Neuert’s single molecule ARN
measurements.

Narendra Maheshri investigated the role that stochagtitatys in the positive feedback loop motif, that
is prevalent in genetic regulatory networks. Maheshri destrated experimentally and in simulation that
network with positive feedback can exhibit a bimodal disition when noise is present in the feedback loop,
even if the corresponding deterministic system does ndb@thistability. Theoretical studies indicate that in
order for the bimodal behavior to occur, the promoter in #eitback loop should be expressed in infrequent,
large bursts and decay rapidly.

On the topic of molecular computation, David Soloveichigaged on the computational properties of
stochastic chemical reaction networks and highlighte@¢timmections between standard models of stochastic
chemical kinetics and well-known computation models suglBaolean Logic Circuits, Vector Addition
Systems, Petri nets, Primitive Recursive Functions, Regigachines, and Turing Machine8][ Marc
Riedel elaborated on this issue of molecular computatiomfthe point of view of circuit design, proposing
methods for automated synthesis of stochastic biochemétatorks that perform mathematical computations
with a high degree of accuracy.

The next pair of talks considered the role of stochasticitgnblecular engineering and, specifically, the
design of nanostructures and nanotransporters. Williaiin @esented novel results in the self-assembly of
DNA structures. Building on previous results on programlaablf-assembly of two-dimensional structures,
Shih demonstrated how, by using stacks of flat layers of DNi&t@m-designed three-dimensional structures
can be made to self-assemble and explained how to controlitrature of the DNA strands in order to design
complex shapes?]. Henry Hess discussed the construction and control of codde shuttles, consisting of
cargo-binding microtubules that are propelled by surfiaverobilized kinesin motor proteins. Ideally such
nanoscale system can be selectively activated at prograferizeations and times?]. By controlling the
sequestration of the activator compound using an enzymetieork, Hess develops a scheme for sharpening
the concentration profile of the diffusing activator at tlestoof decreasing activator utilization.

Michael Samoilov discussed the connections between cldsdieterministic modeling of “large molecu-
lar systems,” i.e., chemical reactions in which all of theating species are abundant, and stochastic modeling
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of these systems. Samoilov demonstrated that stochafgzi®in large molecular systems are not, as com-
monly assumed, the results of low molecular counts of soraeigp or of transient effects, but can occur in
stationarity even for large systems.

David Thorsley investigated the problem of determiningdtate of a stochastic chemical kinetic system
using time-lapse microscopy data. Because most chemiealespin a single-cell experiment cannot be
directly observed, Thorsley developed the concept of arrmks for a stochastic chemical kinetic system
and demonstrated how it could be used for state estimatayanpeter estimation, and hypothesis testing.

The last two talks of the workshop focussed on approachesifarlating stochastic chemical reactions.
In the basic stochastic simulation algorithms, the channbevhich the reactions occur is assumed to be
well-mixed. Sotiria Lampoudi presented a spatio-tempeaeibint of the stochastic simulation algorithfj.
Michael Chevalier discussed the issue of time-scale spaiia stochastic biological systems. The existence
of reactions on different time scales results adversegcédfthe computation time needed for basic stochastic
simulations, and Chevalier proposed a new decompositidmique that allows for approximate solutions
that trade off between computation time and guaranteescofracy.

Outcome of the Meeting

The workshop emphasized recent improvements in the thealretomputational, and experimental investi-
gation of stochasticity at the cellular and nanoscale tevehch of the participants at the meeting contributed
to this progress in at least one, and in many cases two or,tbfebese advances. The workshop pro-
moted cross-disciplinary communication and collaborabetween researchers in mathematical fields such
as stochastic processes, Markov models, stochastic ioruéand information theory, engineering fields such
as control theory, computer science, and circuit desigd,saientific fields such as computational biology,
nucleic acid research, biophysics, biochemistry, and wahmology. The event was highly successful in
encouraging the development of a research community ulyiguelified to investigate the phenomenon of
stochasticity in biochemical reaction networks.

In addition to presenting significant progress on the topfcstochasticity in biochemical reactions, the
workshop also highlighted the persisting need for continugrovements in the analysis of such reactions.
For example, combining new techniques for measuring dpatiéability in cellular components with spa-
tially non-homogenous analyses may yield new insightsdetbregulatory behaviors. Similarly, the expand-
ing usage of experimental techniques such as flow cytontetrg;lapse fluorescence microscopy, and other
techniques involving the use of fluorescent proteins leads demand of a much more quantitative char-
acterization of these important proteins. Finally, witsearchers from many diverse disciplines exploring
stochasticity in the fields of synthetic and computationaldyy, a real need is arising for an improved and
standardized toolkit for researchers to describe and ctatipoally analyze cellular variability. These and
other discussion topics that arose during the meeting willdvisited in the next workshop on stochasticity
in biochemical reaction networks.
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Northwest Functional Analysis Seminar
(09w2156)

Oct 16 - Oct 18, 2009

Organizer(s): Douglas Farenick (University of Regina), Berndt Brenkemiggrsity of
Calgary), Heath Emerson (University of Victoria), Vladimiroitsky (University of Al-
berta)

Overview of the Field

The field of functional analysis is a central and thrivingriara of modern mathematics. Western Canada
is particularly strong in the field, as there are researcimetise region who are internationally recognised

for their contributions to Banach space geometry, noncotative harmonic analysis, operator algebras,
noncommutative geometry, and operator theory.

The region is home to a number of Tier | Canada Research Cinailhe field of functional analysis,
and has a significant number of additional distinguishedlfagc A PIMS Collaborative Research Group in
Geometric and Harmonic Analysis (led by researchers in@glgnd Edmonton) wrapped up its activities in
2008, and a PIMS Collaborative Research Group in Operampelfhs and Noncommutative Geometry (led
by researchers in Victoria, Edmonton, and Regina) comntkitgactivities in May 2009.

Scientific Developments

The Northwest Functional Analysis Seminar (NWFAS) is a ininaal regional scientific meeting of re-
searchers (faculty and postdoctoral) and graduate stsidieritinctional analysis. Participants are drawn
mainly from universities in Western Canada. At this meethmgscientific program addressed: Banach space
geometry, ring theoretical notions in Banach algebrasstfization of C-algebras, complex manifolds, dy-
namical systems, invariant subspace theory, noncommeig¢iometry, noncommutative harmonic analysis,
and applications of functional analysis to seismic imagind models for rotating fluids.

A novelty of NWFAS is that young researchers form the bulkief featured speakers, providing them
with a venue to communicate their research results and o éontacts with other functional analysts within
the region. The program also regularly features lectura@w/byr three senior researchers who address topics
that are currently attracting high levels of interest.

Of the fifteen lectures at this meeting, 5 were presented byugte students, 3 by postdoctoral re-
searchers, 5 by recent tenure-track appointments, and @nigrgesearchers.
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Presentation Highlights

Banach algebras and ring theory

Alex Brudnyi, in joint work with, A. Sasane, discussed taggital conditions on the maximal ideal space
of a unital semi-simple commutative complex Banach algebthat imply thatA is a projective, free ring.
Several examples were presented, most notably the Harépralgf bounded holomorphic functions on
coverings of a Riemann surface of finite type.

Bogdan Nica followed the notion general stable rank, whittoeles the passage from stably free to free
finitely generated modules. He explained that the rightgesartive on the general stable rank is to view it
as a member of a quartet of stable ranks—the other three beérgass, the topological, and the connected
stable ranks. Nica’s lecture presented some propertieseofiéneral stable rank, as well as some exact
computations.

Banach spaces and operators

Vlad Yaskin investigated which Banach spaces embediptwith somep < 0. Using methods of Harmonic
Analysis, he proved that for any two integérandm, 0 < k < m < n — 3, there is a norm oR* such that
the resulting normed space embeds ihtg,, but not inZ_.

Alexey Popov discussed algebrdf operators on a Banach spakehaving an almost invariant halfs-
pace. That is, a subspateof X of infinite dimension and co-dimension, such that for evErg A there
exists a finite-dimensional subspat®f X such thatl’Y C Y + F. Popov proved that ifd is generated by
a finite number of commuting operators then it also has a comim@riant subspace.

C*-algebras

Cristian Ivanescu spoke on the Cuntz semigroup, which haently received intensive study in the Elliott
classification program. In his lecture, lvanescu preseateexistence theorem and the uniqueness theorem
in connection with the classification up to isomorphism afigle separable projectionles$-@lgebras.

Brady Killough lectured on the class of hyperbolic dynarh&stems known as Smale spaces. There
is also a well-known construction that takes a Smale spad@educes three ‘Galgebras, each associated
with a natural equivalence relation on the space. Integnatigainst the Bowen measure (or its expand-
ing/contracting part) yields a trace on each of these thgebeas. Killough presented a result relating these
integration traces to an asymptotic of the canonical tré@ebmunded operator on a Hilbert space.

Function theory

Damir Kinzebulatov spoke on his joint work with Alex Brudnyevoted to the study if holomorphic almost
periodic functions on coverings of complex manifolds, tHanction-theoretic properties, and the ‘sprouts’
of the theory of analytic sheaves on the corresponding Botmpactifications of the coverings. This work
provides a natural link between (i) holomorphic almost péid functions on tube domains and (ii) almost
periodic functions on topological groups.

Noncommutative geometry

Robert Yuncken spoke on an application of noncommutativenbaic analysis to index theory that aims to
provide a convenient construction of the infamous gammaete in KK-theory for semisimple Lie groups.
After introducing the relevant Galgebraic structures for the special case of the grouga 3L), Yuncken
described an explicit construction of the gamma elemenidgs, C).

Robin Deeley, inspired by work of Baum and Douglas, intratlia geometric model fak’-homology
with coefficients inZy,. Fundamental to this model is the replacement of smanifold theory with spif
Z,. manifold theory. Deeley then used inductive limits to obtaiodels for any countable abelian coefficient
group.
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Noncommutative harmonic analysis

Ebrahim Samei, in joint work with Michael Brannan, provedtthertain co-representations of the von Neu-
mann algebra generated by the left regular representafienl@cally compact group are in fact unitary
representations for large classes of groups that inclutdeg®ups, maximally almost periodic groups, and
totally disconnected groups.

Yin Hei Chen lectured on a geometric property, called thseparation property, of closed subgroups
in a locally compact grougr. Chen explained how this property is related to the duafityubbgroups in an
operator algebraic setting.

Noncommutative probability theory

Serban Belinschi opened the meeting with a lecture on aprevatued free probability, concentrating on the
ideas behind, and some of the applications of, freenessanidigamation. He described some of the (very
many) open problems in the field, and concluded with an imgggpion of classical normal distribution from
this perspective.

Omar Rivasplata, in joint work with Alexander Litvak, fourdtimates on the least singular value of a
random matrix. He considers large matrices of Sex n, with N > n, with entries being independent
random variables. Unlike in previous studies, he allowsesoirthe entries to be zeros.

Applications

lllia Karabash described his spectral analysis of a padiif¢rential operatorl.. arising in the theory of
rotating liquid films. The periodic conditions cannot berfodated in weighted.?-spaces in a manner that
makesL self-adjoint. However, Karabash explained how periodieditions can be partially saved in the
spaceL?(0, 2), even though the operatérbecomes “highly non-self-adjoint,” and he identifies theunal
domain ofL and proves that the set of eigenfunctions is complete, beg dot form an unconditional basis.

Michael Lamoureux presented techniques developed for ricatenodeling of wave propagation and
source-signature removal in seismic imaging, based onss dilinear operators known as Gabor multi-
pliers. He discussed boundedness and stability propddi¢hese operators, approximations to PDEs and
pseudodifferential operators, and an approximate funaticalculus.

Funding

In addition to the support provided by BIRS, the PIMS Collaiive Research Group in Operator Alge-
bras and Noncommutative Geometry provided financial sugpotravel expenses to graduate students, to
postdoctoral researchers, and to new and as yet unfunddtyfacembers.

Outcome of the Meeting

This meeting of the Northwest Functional Analysis Seminas the fourth, the first three having taken place
at BIRS in 2003, 2005, and 2007. Like the first three meetitigs2009 meeting was very successful in its
aim to play a formative role in developing the profiles of yguasearchers and graduate students. In addition
to a strong scientific program, the seminar provided the gahue in 2008 and 2009 at which the region’s
researchers in functional analysis came into contactciolily at one meeting.
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Residually finite groups, graph limits
and dynamics (09frg147)

Apr 12 - Apr 19, 2009

Organizer(s): Miklos Abert (University of Chicago) Balazs Szegedy (Unsigy of
Toronto)

Overview of the Field

The Focussed Research Group brought together seven agearchers in the following fields: asymptotic
group theory (Abert, Jaikin-Zapirain and Nikolov), ergotheory (Bowen), discrete mathematics (Szegedy)
and probability theory (Lyons and Virag).

The common object of interest is residually finite groupst thach field investigates from a different
angle. An infinite grougd" is called residually finite, if the intersection of its subgps of finite index is
trivial. This means that finite images approximate the grstpcture ofl". Important examples are lattices
in linear Lie groups. More generally, finitely generatechn groups, and specifically, arithmetic groups.

From the abstract group theoretical point of view, residin#teness is a natural condition that allows one
to analyze such groups using finite group theory and disenateematics. A natural generalization of resid-
ual finiteness is soficity. The definition comes from Gromod areans that the group can be approximated
by finite structures in a strong sense. The notion is wide ghao put amenable groups in the net — in fact,
no finitely generated non-sofic groups are known. On the dthad, it is strong enough to prove general
results. For instance, every sofic group satisfies the Kagjadirect finiteness conjecture.

The topics addressed in the meeting included covering ®vgeaph limits, weak containment, entropy,
groups acting on rooted trees, spectral measure, free ispafumests, percolation, L2 Betti numbers, uni-
modular random networks, cost, rank gradient, propeftya(d expander graphs.

Recent Developments and Open Problems

The field can be described as something lying at the crossiafagtaph theory, group theory, ergodic theory
and percolation theory. The field is only half-existing ie $ense that while there are already many exciting
results and even more questions, some of the researchiessiadhe area have not assimilated each other’s
point of view and major directions of research are waitindgpéoexplored. The Focussed Research Group
aimed to address these problems.

We now quote some important recent results and problemeifidld; most connect to the work of one
of the participants.
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By the work of Abert and Nikolov, the growth of rank (callednkagradient) equals the cost of the
corresponding boundary action Bf It is not known whether the rank gradient depends on thenclaith
possible answers would solve a distinguished problem,mBeananifold theory and the other in topological
dynamics. One way to solve this is to decide whether the-cbis multiplicative for arbitrary free actions.

Dense graphs have been investigated successfully witlitaniadethods. For graphs of bounded degree,
there are strong hints of the existence of such analysist bas not yet been born. A crucial challenge is to
understand the shape of randdmegular graphs in some sense. A major test problem heresisaw that
the independence ratio converges on a random graph sequence

The residually finite grouf’ acts by automorphisms on the corresponding coset tree élyldaite
rooted tree). The action extends to a measurable actioneohdhndary of the tree. One can connect the
dynamics of this boundary action to asymptotic propertiethe chain. In particular, the boundary action
gives us a graphing (a measurable graph) that is the limite§taphs coming from the actions on the levels
of the coset tree. These special kind of graphings (profgrig@hs) need to be investigated in depth. When
taking a random point of the boundary, the rooted graphistgitiere gives us a unimodular random network.

Under mild conditions, the spectral measure of the Markosrator on finite quotients converges to
the spectral measure of the Markov operatofonn some cases, this allows one to compute the spectral
measure. The core of the Luck approximation theorem is ttatspectral measures converge even in a
stronger sense. There is a lot of math waiting to be exploegel. By Lick approximation, the growth of the
first Q-homology equals the firgi2-Betti number ofl". In particular, the homology growth does not depend
on the chain. When taking mgdhomology, it is not even known whether the limit always exist

Lattices inS Lo (C') deserve a special attention among residually finite grokpsinstance, the growth
of the Heegaard genus on a covering toweahanifolds can be analyzed using spectral properties of
the corresponding chain. These topological investigatioave already lead to new, exciting pure group
theoretical results and more is expected in this direction.

Free spanning forests @ are widely investigated in probability theory, becauseheirt connection to
random walks and percolation. Maybe the most direct wayttoduce the firs£.? Betti number of a group is
from the expected degree of a free spanning forest on a Cgydgh of it. There are also higher dimensional
analogues. A good direction is to exploit this connectiod prove new results oh? Betti numbers using
percolation theory. The cost is also involved in this ganseif gives strong general estimates between the
critical values of percolation. There are various bealtiaitural problems in this area: for instance, show
thatp.(G) = 1 implies thatG has two ends.

Presentation Highlights

We had numerous three hour long presentations, typicaltgermornings. These presentations were very
enjoyable, with a lot of questions and dialogue. Speakarallysprovided a general picture on the subject
and then went into proofs, detailed as the audience reqlieBte list of three hour presentations included:

e Lyons on percolation and factors of i.i.d.;

Szegedy on graph limits;

Abert on rank gradient, weak containment and cost;

e Bowen on entropy in the non-amenable setting;

Jaikin-Zapirain on Luck approximation and Lackenby’s tesu

Lyons on L2 Betti numbers;

The afternoons were typically discussion sessions. Pabigésted each others questions — sometimes
answered them, sometimes found new ones.
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Scientific Progress Made

Mos
one

t importantly, people in the group learned each othergges on problems that were interesting to every-
involved. The group found an array of new questions —at fae final collection of questions counts

around forty. Some were solved on site, but many remainedswered. Naturally, it is hard to judge now

how
som

1
2

10.

11.
12.

13.

14.
15.

16

hard these will prove to be. We quote some of the new dquesteither found at this workshop and
e that already existed but have not been publicized widel

. Can everyl-regular graphing be properly edge coloreddby 1 colors (measurable Vizing theorem).

. For a nonamenable Cayley graghlet U(G) denote the set of factors of i.i.d. @ with a unique
infinite cluster. Is the density bounded below©@(G)?

. LetG be a non-amenable Cayley graph with one end. Does thereaeXist. d such that ifw is a
factor of i.i.d. with expected degree at ledstthenw has a unique infinite cluster?

. Are factors of i.i.d. on th&-regular tree closed in the weak topology? In particulaoklat the weak
limit of majority functions onn-balls. Is that a factor of i.i.d.?

. Isittrue that ost(I", X') = cost(T, X?) for free actions?

. Supposé&r and H are Cayley expanders anvertices and you can almost match them. Is it true that
they are isomorphic?

. Can you shows?(T") < cost(I") — 1 by combinatorial means (say, free spanning forest)?

. LetI" be amenable, acting ergodically and essentially faithfoil X (every nontrivial element moves
a set of positive measure). Is the cost of the acti®iif I is finitely presented, is it true for any infinite
ergodic action?

. LetG be a Cayley graph an@,, be a sofic approximation a@®. Can you label7,, so that it soficly
approximates the Cayley diagram?

LetI" be a Property (T) group and |ét,, be a sofic approximation t@, that is, a sequence of finite
graphs that converges to a Cayley graplézofSurely,G,, does not have to be an expander family. But
can we modify the sequence by an asymptotically vanishinguentn(in the edit distance) to a sequence
G/, such that any subsequence of connected compone@{sisfan expander family? To put it another
way, can one ‘pullback’ the ergodic decomposition of theanant measure on the ultraproduct space?

Letl' be a nonamenable group. Do 1}* factor onto{0, 1, 2}1'?

LetS be a finite set and ldt = (Fs, R) be a presentation. For> 0, > 0 andn let Sof(r,e,n)
denote the set of sofic approximationslofvith degreen up to radius- with error at most. That
is, a functionf : S — Sym(n) belongs toSof(r,e,n), if for all w € Fg with |w| < r we have
fix(w(f)) < eif w ¢ Randfix(w(f)) > 1 —¢if w € R. Herefix(o) denotes the fixed point ratio of
o. Now define thesofic dimensioof I" as

o(T) = infinf lim log [Sof(r, ¢, )|

T € N— log |Sym(n)|

This is a finitary version of the free entropy dimension. fReltto the firstL? Betti number ofl’. Can
one define the sofic dimension of a m.p. action accordingly?

If an invariant percolation on a Cayley graph dominatesRSF and is finitely dependent, must it be
connected a.s.?

Take an action of a free group with positifenvariant (in terms of Bowen). Does it factor on an i.i.d.?

LetG be a strongly ergodic, bounded degree graphing that weakitais a finite grapl/. DoesG
factor onH?

. Are periodic measures dense among all invariant mesgarene relator groups?
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Outcome of the Meeting

The meeting was a clear success in every aspect. The panisifearned a lot of exciting new math. It

was nice to observe as people in somewhat distant subjiéet&dwen, Szegedy, Lyons and Abert, had very
similar questions and were speaking each other’'s matheah#éinguage naturally. A lot of new questions
(and some answers) have been found. As a result of the meetingxpect further interaction and maybe
collaboration among the participants.

List of Participants

Abert, Miklos (University of Chicago)

Bowen, Lewis (University of Hawaii)

Jaikin-Zapirain, Andrei (Universidad Autonoma de Madrid)
Lyons, Russell (Indiana University)

Nikolov, Nikolay (Imperial College)

Szegedy, BalazgUniversity of Toronto)

Virag, Balint (University of Toronto)



Chapter 28

Indecomposable binary structures
(09frg149)

Jun 14 - Jun 21, 2009

Organizer(s): Pierre llle (Pacific Institute for the Mathematical Sciesic&ena Hahn
(University of Montreal)

Overview of the Field

The notion ofintervalis well-known for linear orders. The analogue for (undieeitgraphs is callechodule
[25] or homogeneouset [6]. One uses alsmutonomouset [16, 21, 22] for partially ordered sets. It is still
called interval for relations and multirelations [14, 18hd for directed graphs [18, 24]. For 2-structures
[11, 13], it is calledclan. In our framework, it is easier and more efficient to considéelled 2-structures
[13], simply called binary structures [19].

Given a binary structure, a quotient is naturally assodiatith a partition in clans of its vertex set. The
notions above were mainly introduced to obtain a simpleamotif quotient. A binary structure admitting a
non-trivial quotient isdlecomposabletherwise it isndecomposabléor primeor primitive).

Discussion Highlights

Weakly Partitive Families

llle recalled the basic decomposition theorem of Gallaj P and its generalisation to binary structures [19].
To obtain decomposition results, it is sufficient to consigeakly partitive families (i.e. families of subsets
with the same set properties as the families of the clansrarpistructures) without an underlying binary
structure. From a weakly partitive family on a finite set, ve@ @pply several times the clan decomposition
to obtain its decomposition tree. Then the problem is to tansa binary structure whose family of clans
coincides with the initial weakly partitive family. In thenfte case, this result is classic and easy. In the
infinite one, llle and Woodrow [20] showed that such a binarycture of rank 3 (that is a 3-labelled 2-
structure) exists. Villemaire presented the main poinf20f and gave a nice and short proof of this theorem
when an infinite rank is allowed.

Rao presented a generalisation of weakly partitive fasyilibe weakly bipartitive families. They arise
from the bipartitions obtained for instance from the sgBts10] or from the bijoins [23].
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Critical binary structures

llle recalled the first important results on the indecompiesaubstructures of an indecomposable binary
structure (for instance, see [12]). It results that an ind@&gosable binary structure contains an indecompos-
able substructure obtained by deleting one or two vertidésence the following definition: an indecompos-
able binary structure isritical if all of its substructures obtained by removing one vergegécomposable.
Schmerl and Trotter [24] characterised the critical binatational structures. Bonizonni [1] extended their
characterisation to 2-structures. Boudabbous and lllau§2] theindecomposability graphintroduced by
llle [17], to obtain a much simpler characterization oficat binary sructures. llle presented their approach
which is based on the characterisation of the connected apemts of the indecomposability graph.

For tournaments, Culus and Jouve [8] conslaear clans that is, clans inducing subtournaments which
are linear orders. They obtain a weaker indecomposabdityhich they characterised the critical tourna-
ments. Jouve presented their arduous proof.

Duality theorems

Duality theorems are the analogues for specific classes@ttdd graphs of the classic result of Gallai [16,
22]: given two partially ordered sets with the same compéitalgraph, if one of them is indecomposable,
then they are equal or dual. Boussairi, llle, Lopez and Tdms@ [4] obtained a similar result for tournaments
by considering the family of the 3-cycles instead of the campility graph. A. Boussairi and llle [3] found a
very succinct proof of this result by using the minimal indeposable tournaments [7] and established other
duality theorems. Boussairi presented their work.

Scientific Progress Made

Brignall [5] proposed a nice and natural conjecture on theimmal prime extensions of a graph. During the
week, Boussairi and llle answered positively to the canjecand extended their answer to 2-structures.

Outcome of the Meeting

After the presentation of Rao (see Subsection 2.1), thepgdiscussed the possible relationships between
the indecomposability (for the clans) and that for the spiit for the bijoins. This constitutes a new area of
research.

By considering constant or linear clans, llle and Jouve tilto extend to binary structures the charac-
terisation obtained in [8] (see Subsection 2.2).

After the presentation of Boussairi (see Subsection B&)ssairi and llle tried to extend duality theorems
to binary structures. It is difficult and they will probablgVe to begin with the extension to binary structures
of the characterisation of minimal indecomposable grapghs [

The French participants will apply for support provided by tFrench Research National Agency to
pursue their joint work in this area.

List of Participants

Boussairi, Abderrahim (University of Casablanca)

Hahn, Gena (University of Montreal)

llle, Pierre (Pacific Institute for the Mathematical Sciences)
Jouve, Bertrand (Université Toulouse 2 - Maison de la Recherche)
Leblet, Jimmy (Institut Telecom)

Rao, Michael (LaBRI - CNRS - Université Bordeaux 1)

Villemaire, Roger (University of Quebec in Montreal)

Woodrow, Robert (University of Calgary)
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Chapter 29

Multiscale statistical analysis for inverse
problems in correlated noise (09rit136)

Feb 08 - Feb 15, 2009

Organizer(s): Rafal Kulik (University of Ottawa) Marc Raimondo (Univetygbf Sydney)
Justin Wishart (University of Sydney)

Nonparametric curve estimation is nowadays a classicat, teghich nevertheless still brings a lot of
challenges, both in theoretical and applied statisticgid®dar problems arise, when one considers

e correlated (in particular, long memory) errors, and/or
e adaptive estimation, and/or
e inverse problems, and/or

e estimation of higher order derivatives.

Overview of the Field

Existing methods of nonparametric estimation include (agnathers) classical kernel methods, orthogonal
series approach and wavelet thresholding algorithms. iicpéar, in case of long memory errors, the kernel
method was studied in [4] (fixed-design regression) andrggidom-design regression). The wavelet thresh-
olding was studied in [14] (fixed-design case). One has tatimeat this point, that in case of long memory
errors, fixed-design and random-design regression hastredted in a completely different way, unlike in
case independent, identically distributed (i.i.d.) esror

The fixed-design nonparametric regression is often redexsa direct problemsince we observe a curve
(signal) directly, with a noise added. On the other handasewf inverse problems, a curve is subjected to
a linear operator, which makes an estimation problem muate mhifficult. Inverse problems may be studied
using e.g. kernel methods, but since the work done by Donobalahnstone, wavelet adaptive estimation
became very popular, see e.g. [7], [8].

Furthermore, recently there has been also an increasieigsttin nonparametric change point estimation
in a curve and its derivatives, both in a direct setting, al &gin inverse problem set-up, see e.g. [6].
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Recent Developments and Open Problems

In case of nonparametric regression in random-design aadtdixed-design setting, there has been a grow-
ing interest in variance estimation in heteroscedasticatsmdee [1]. A general message is, that an estimation
of a conditional mean, does not have too much influence omweei estimation. However, to best of our
knowledge, very little has been done in case of long memaor&and/or predictors. One should expect that
in this case variance estimation may not have an oracle pgiepg.e. estimation of conditional medoes
haveinfluence on variance estimation.

Furthermore, an adaptive wavelet estimation is still noy weell understood in case of random-design,
even when errors and predictors are i.i.d., see [9].

In case of inverse problem, although the theory of adaptaeealet estimation is quite well-understood,
there has been still some work on numerical performanceggessted algorithms. Especially, the problem of
adaptiveness to an unknown Degree of Il Posedness creltesfachallenges, even in case of i.i.d. errors.
The reader is referred to the recent work in [2]. Needlesayp the case of long memory errors is almost
untouched. There, one has to construct an estimator whaxgigtive to an unknown Degree of Ill Posedness
and unknown long memory parameter.

As for change point estimation, a procedure from [6] doesseeim to be easily applicable in practice.
To account for that, in [3] the authors proposed and studieth theoretical and numerical properties, of a
kernel-based estimator in case of fixed-design and i.ixhr&r However, the case of dependent errors (and
predictors in random-design case) is almost untoucheeptxd the recent work [15].

Scientific Progress Made
During the meeting we had focused on two topics:

e Estimating jump points in derivatives in nonparametriaesgion with dependent noise and predictors,
and

e Adaptive estimation in inverse problems with correlatedes.

In case of the first topic, we note that a fixed-design caselaittpmemory errors had been considered in [15].
There, the rates of convergence are influenced by the longonygmarameter. In the random-design case, if
the errors have long memory and predictors are i.i.d., we\able to prove that the rates of convergence of
the appropriately constructed kernel estimator are thesenin the case of i.i.d. errors. In other words, long
memory in errors does not affect the rates. In particularréttes of convergence match the optimal ones in
[6]. On the contrary, if the predictors have long memorynttigs influences the rates of convergence.

In due course we had also noticed that the estimator frons{@able for a fixed-design setting, does not
work very well in case of random-design regression. To acoodate that, we modified the estimator, by
combining it with quantile estimation.

As for the second topic, as has been mentioned above, wlalgtiad estimation has been derived in cer-
tain inverse problems or in direct regression models witinetated noise, the combined effect of dependence
and Degree of Il Posedness on adaptive estimation remaigsly unstudied. We were able to provide the
final version of a theorem, which describes rates of converge such inverse problems with long memory
errors, see [11]. To do that, we utilized a wavelet repres@nt of a Fractional Brownian motion, and we
showed that inverse problem with long memory errors can littenrequivalently, in a sequence space, as an-
other inverse problem with independent errors. This altbu®to use optimal results from [7]. Furthermore,
this lead one of the participants to study a multichannegiige problem and illustrate very nice theoretical
phenomena related to a number of channels, long memory pteesrand Degree of Il Posedness. We have
also constructed a modified versiorM#fv e Dalgorithm, which allows us to get better numerical perfoncea
in case of long memory errors.
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Outcome of the Meeting

Based on the scientific progress described in the previatt®ae we were able to prepare a preliminary

version of the paper on a jump point estimation in randomege®gression with correlated noise and pre-

dictors, see [13]. It includes development of theory and atical procedures based on the kernel method.
This paper has been in fact finalised during Justin Wishsidy at the University of Ottawa.

Furthermore, during our meeting we were able to revise twepaon adaptive wavelet estimation with
long memory errors: [10] in random-design case, and [11]xadidesign case. Both papers have been
already accepted for publication. The latter paper hasdinaia immediate extension to multichannel decon-
volution, see [12].

Note

This meeting had been originally scheduled as Researchaim3ewith Marc Raimondo and Rafat Kulik as
participants. Unfortunately, Marc Raimondo passed awesvieeks after our proposal had been accepted.
Because of that unfortunate event, the original focus sfrieeting, i.e. adaptive estimation in inverse prob-
lems with correlated errors (based on a joint work of MarcnRado and Rafat Kulik), had to be shifted
somehow, to accommodate a joint work of Marc Raimondo an@hib. student, Justin Wishart.

Last but not least, the participants would like to thank Bifi@Shospitality. It was for both of us a great
opportunity to focus on research for the entire week.

List of Participants

Kulik, Rafal (University of Ottawa)
Wishart, Justin (University of Sydney)



Bibliography

[1] T. Cai and L. Wang, Adaptive variance function estimatio heteroscedastic nonparametric regression,
Annals of Statistic86 (2008), 2025-2054.

[2] L. Cavalier and M. Raimondo, Wavelet deconvolution withisy eigenvaluedEEE Transactions on
Signal Processing5 (2007), 2414-2424.

[3] M. Cheng and M. Raimondo, Kernel methods for optimal @@points estimation in derivativeiur-
nal of Computational and Graphical Statistjds7 (2008), 1-20.

[4] S. Csorgo and J. Mielniczuk, Nonparametric Regressinddy Long-Range Dependent Normal Errors,
Annals of Statistic23(1995), 1000-1014.

[5] S. Csorgo and J. Mielniczuk, Random-Design Regressindeu Long-Range Dependent Errors,
Bernoulli5 (1999), 209-224.

[6] A. Goldenshluger, A. Tsybakov and A. Zeevi, Optimal chafpoint estimation from indirect observa-
tions,Annals of Statistic84 (2006), 350-372.

[7] 1. Johnstone, G. Kerkyacharian, D. Picard and M. RainmMlavelet deconvolution in periodic setting,
Journal of the Royal Statistical SocietyoB (2004), 547-573.

[8] I. Johnstone and M. Raimondo, Periodic boxcar decortigriutand diophantine approximatioAnnals
of Statistics32 (2004), 1781-1804.

[9] G. Kerkyacharian and D. Picard, Regression in Randomigbeand Warped Wavelet8ernoulli 10
(2004), 1053-1105.

[10] R. Kulik and M. Raimondo, Wavelet regression in randasign with heteroscedastic dependent errors,
Annals of Statistic§2009), to appeatr.

[11] R. Kulik and M. Raimondo/.? wavelet regression with correlated errors and inverselpnog Statis-
tica Sinica(2009), to appeatr.

[12] R.Kulik and T. Sapatinas, Multichannel Deconvolutiom Periodic Setting with Long-Memory Errors,
(2009), submitted.

[13] R. Kulik and J. Wishart, Estimating jump points in dextives in nonparametric regression with depen-
dent noise and predictors, (2009), submitted.

[14] Y. Wang, Function estimation via wavelet shrinkage limng memory dataAnnals of Statistic24
(1996), 466-484.

[15] J. Wishart, Kink estimation with correlated noideurnal of the Korean Statistical Socie2@ (2009),
131-143.

260



Chapter 30

Modular invariants and twisted
equivariant K-theory (09rit146)

Apr 26 - May 3, 2009

Organizer(s): Terry Gannon (University of Alberta), David Evans (Cardiffiiversity)

Overview of CFT and twisted equivariant K-theory

Conformally invariant quantum field theory in 2 dimensio@$-T for short) is by now a well-established
area of mathematical physics, with profound relations t@sa areas of pure mathematics. The two easiest
classes of examples are associated to finite grétiffsolomorphic orbifoldyand to the loop group.G =

{f : S — G} of compact Lie group&’ (Wess-Zumino-Witten modglat some levek € Z. New examples
can be constructed from old ones through the orbifold and G&$2t constructions.

A CFT consists of two halves, calladertex operator algebra/OA), which are linked together by a
modular invariant Typically these two VOAs are isomorphic. For the nicest \&aalledrational), e.qg.
those associated to finite groups or loop groups, the modesa modular tensor category, and so among
other things come with representations of braid groups dmeranapping class groups such as the modular
group SL(2%Z). The Grothendieck ring of this category is called tfeglinde ring In these rational theories
— the only ones we consider — each Verlinde ring is finite-disienal, associative, commutative and is
perhaps the simplest algebraic structure associated ©Rfhe

The modular invariant should be thought of as the glue ligkogether the two VOAs (or more specifi-
cally their modules) into the full CFT. The possible modutaariants for a finite grougs are parametrized
by pairs(H, ) for a subgroup of G x G andy € H%(pt; S'). No such parametrisation is known for loop
groups: the modular invariants at all levélsire known only forL.SU(2) (which have an A-D-E classifica-
tion) andL.SU (3). More generally, we know that the generic loop group modulkariants are associated to
affine Dynkin diagram symmetries. Those symmetries of thextended Dynkin diagram are associated to
outer automorphisms @¥; the remaining symmetries are associated to subgrgupisthe centre of+, and
yield the so-calledimple current modular invariantsThe remaining modular invariants — te&ceptional
ones — are primarily due toonformal embeddinggertain subgroup# of G) andrank-level duality For
example, in the A-D-E list of.SU(2), the outer automorphisms 6fU(2) are trivial and give rise to the A-
series of modular invariants, the only nontrivial subgrot@ithe centreZ, of SU(2) gives rise to the D-series,
conformal embeddings give rise to tig and s modular invariants, whilé’; is due to rank-level duality.

The Verlinde ring is associated to each half. The analogoustsre, associated to the full conformal
field theory (or if you prefer, the modular invariant), isleal thefull systenor algebra of defect linesThe
nimrepor boundary datas a module for both the Verlinde ring and the full system. émg sense, every
modular invariant of a pair of VOAs comes from a restrictidradarger VOA, twisted by an automorphism
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of the larger VOA. The problem in general is then to find sucteesions. In practise (and in theory) the
reverse procedure (inducing rather than restricting) isswaluable and is callealpha induction

Much of this data is beautifully captured Isybfactors(a subfactor is a containmeif C M of fac-
tors, which are simple von Neumann algebras), aadtors(equivalence classes) of endomorphisms. Here
the Verlinde algebra is represented by sectpfsy on a lll; factor N which are nondegenerately braided;
multiplication is composition. In this picture, every mdauinvariant arises from a subfactdér ¢ M and
an alpha-induction up to a closed (but unbraided) systeii; of sectors on\/, and the nimrep to a system
~nXy of mapsN — M closed under left compositions hyXy and right compositions by, X, .

The other ingredient in our story fs-theory, which on a compact Hausdorff spa&elooks at the vector
bundles overX, or equivalently the finitely generated projective moduesr the C*-algebraC(X) of
complex valued continuous functions &h This gives the abelian groug®(X), as the Grothendieck group
of vector bundles or modules. If a grogpacts on our spac , we can definequivariantk -theory K2 (X))
for equivariant bundles, e.g. as thé&theory corresponding to the crossed produ¢X) x G. For locally
compact spaces, we need to be a bit careful, e.g. by insetidgemoving one-point compactifications,
but once we've done that we can define the gréiip(X) as K2 (R x X). TheseC*-algebras (thought of
as spaces of sections of the trivial bundle oxemwith fibres the compactf’) can be twisted, by taking a
non trivial bundlefC; over X. This results inwisted (equivariant)k-theory” K*(X) (or "K 5 (X) in the
equivariant case). The possible twistare classified by &ech cohomology class ok, the Dixmier—Douady
invariantd®(X;Z) (or H3(X; Z)).

In a similar way, twisted equivariank-homology™ K¢(X) can be defined; these are related by
Poincaré duality. The most important property Igftheory (or K-homology) isBott periodicity which
says” K3 (X) =2 "KL (X) and™ K&, (X) 2 "K&(X).

For example, letz be a compact connected simply connected Lie group. The @lguive classes of its
finite-dimensional representations under direct sum amgbigproduct form theepresentation ring?¢. This
ring can be realized as the equivariagroupK 2 (pt) of G acting trivially on a poinpt; the otherk -group
is KL (pt) = 0.

Recent Developments and Open Problems

The recent work of Freed-Hopkins-Teleman (see e.g. [Spgai-theoretic interpretation for the Verlinde
ring Ver, (G) of a loop groupLG at levelk: Ver,(G) is the twisted equivarialﬁ—group’“’“hvKglm(c)(G)
whereG here acts adjointly on itself;" is the dual Coxeter number @&, and the twistk + h" lies in
H(G;Z) = Z. The multiplication in Veg(G) is recovered from the push-forward of group multiplication
The otherK -group, namelf*théfd‘m(G)(G), is 0.

A natural extension of Freed-Hopkins-Teleman would be talise in a similar spirit (e.g. K-
theoretically) the other data, such as the full system, epsrand alpha induction, for the modular invariants
associated to loop groups. Freed-Hopkins-Teleman wepeteb their loop group theory, through consid-
ering a toy model: the finite grouf case, where it is much easier to see that the Verlinde rirspearphic
to K2(G). Butin [1], the finite group story is developed much more ctetedy, guided by the braided
subfactor approach. Consider a modular invariant assatiat subgroug? < G x G and, for simplicity,
trivial cocycley in H% (pt; S'). Then the full system can be identified wiltf),, ,,(G x G), whereH x H
acts onGG x G diagonally on the left and right, anl }; . ;; (G x G) = 0. The nimrep isK'% (&), and again
K4 (G) =0.

We would expect something similar for loop groups. But on¢hef many ways in which finite groups
G are easier than loop groups is that uniform parametrisatianodular invariants. For loop groups, we
would expect a different description of the full system &bceach class of modular invariants (namely those
coming from outer automorphisms 6f, from subgroups of the centre &f, from conformal embeddings,
from rank-level duality,...).

Our recent paper [2] confronted these questions for thedoopps. It's long and technically complicated,
and took us over 3 years to write, but will provide the fouimtafor all of our future work. In it we focussed
primarily on what we thought would be the class closest teé+idopkins-Teleman, namely conformal em-
beddingsH C G; we expected the full system to be related to some twiskgf(G). This turned out to
be far from straightforward, for reasons we only now unaerdf and we could only obtain partial matches.
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[2] also constructed the relevant Dixmier-Douady bundéadising the twists, and studied orbifold examples
(again with only partial results).

Scientific Progress Made

We arrived in BIRS with several questions and some ideas.irdemtion was to begin a sequel to our paper
[2], which we had recently completed. A week later we leftwsD+ pages of notes and the core of the sequel
[3] worked out. Considering how hard [2] had been to write,weze both completely amazed at how much
progress we made in so little time.

We have a new and much more promising approach to conforntaédings, namelyKY;. ,, (G x G)
where the action is diagonalhy, ha).(g1,92) = (h1gihs ', higahs ') (implicit here is the magi — Q).
But we now realise that exaéf-theoretic descriptions of conformal embeddings will iegaddressing the
Clifford algebras implicit in [5].

But much more important, we obtained a complete understgrafithe full system (including nimreps,
alpha-induction,...) corresponding to the generic madukariants, i.e. those coming from outer automor-
phisms and subgroups of the centre. For example the fukbsysbrresponding to a subgrogof the centre
willbe "K2. ~(G/Zy x G/Zy), again using the diagonal action, whéfgis a certain subgroup df, andr
some twist. The nimrep i’sKg'/rgG(G). We accomplished this by first working out the complete piefor
the special case of tori, which have a geometric descriftidgrms of lattices. Furthermore, we obtained the
K -theoretic description for the Verlinde ring of an infinitass of (non-holomorphic) orbifolds. We failed to
do this for even one example in [2].

Outcome of the Meeting

Once we left BIRS we began fleshing out the details. We applied -theoretic descriptions to dramatically
simplify nimrep formulas appearing in the CFT literaturadaecovereds-theoretically formulas for D-
brane charges which appeared in the CFT literature. Théirespaper [3] has been submitted it to Commun.
Math. Phys. (We also began an unrelated paper, [4], whicheslcomewhat our completion of [3].)

There are still some open questions left in [3] (e.g. we orlyeha partial understanding of rank-level
duality and hence of th&; modular invariant ofLSU (2)), but we both feel that th&'-theoretic story is
now close to complete, and the next step is to obtain dikekt-theoretic descriptions of the various maps
here, namely the modular invariant, alpha inductions, tleufar group representation, etc. These should
be analysed via spectral triples, Fredholm modules anccDiparators. Given the success of [3], developing
this picture is the natural next step.

[2] took over 3 years to write. Partly this is because of itglih (88 pages) and complexity, but partly it
was because we work on opposite sides of the Atlantic andisits Yogether are diluted somewhat by other
obligations (teaching, grad students, family etc). By casttour week at BIRS was intense and distraction-
free. It was a fabulous and invaluable experience, whicth@di®ur desired extension of Freed-Hopkins-
Teleman to new levels. [3] is a fine paper; it could not havenlvedtten in anything like this timeline without
this Research-in-Teams at BIRS.
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Chapter 31

Prime number races and zeros of
Dirichlet L-functions (09rit148)

May 03 - May 10, 2009

Organizer(s): Nathan Ng (University of Lethbridge) Greg Martin (Univeysof British
Columbia)

Overview of the Field

This Research in Teams meeting focused on the finer behasidlve functionr(z; ¢, a), which denotes the

number of prime numbers of the forgn + « that are less than or equalito Dirichlet’s famous theorem on

primes in arithmetic progressions asserts that that therafinitely many primes of the forngn + o when

a is a reduced residue modujdthat is, wheru andq are relatively prime), and so(z; ¢, a) is unbounded.
If « andb are reduced residues modylahen we may ask whether the inequality

m(x;q,a) > m(x;q,b) (31.1)

is satisfied for arbitrarily large. Chebyshev observed that for the trigle a, b) = (4;3, 1), the inequal-

ity (31.1) holds for all small. In fact, he asked whether this inequality would continuéadd for all z.
However, in 1914 Littlewood proved that for each of the &p(4; 1,3) and (4;3, 1), there are arbitrarily
large values ofr such that the inequality (31.1) holds. These inequalitas loe thought of as a “prime
number race” between two contestants, Team 1 and Team 3da thrms, Chebyshev observed that Team 3
usually leads Team 1, Littlewood’s theorem asserts thdi &sam takes turns leading the prime number race
infinitely often.

Over the years, researchers have attempted to prove thatatetripleq¢; a, b) such that (31.1) holds
for arbitrarily largex. However, only a few such results have been establishedn&oy triples(q; a, b) with
values ofg ranging up to 100, it is known that the inequality (31.1) ledfiol arbitrarily larger; these results,
however, depend on lengthy computer calculations of zerBérihlet L-functions.

One can further generalize to prime number races with mae tvo contestants. Let,,...,a, be
distinct reduced residues moduloA natural question is whether the system of inequalities

m(z;q,a1) > m(x;q,a2) > -+ > w(x;q, ar) (3L.2)

holds for arbitrarily larger; this question can be interpreted as a prime number race @mteams. This
generalized problem has also received considerable iattewithout many proven results. The primary
goal of comparative prime number theoiy to establish that any set of inequalities of the form (Bhas
arbitrarily large solutionsg:. In particular, if we focus upon a particulaiway prime number race (that is, a
particularr-tuple {as, . . ., a, } modulog), we can hope to prove that the inequalities (31.2) will bes§ad
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for arbitrarily large values of: no matter what permutation of the we choose: we call such a prime
number racénclusive If for some permutation of the;, the inequalities (31.2) are never satisfied whés
sufficiently large, we call the prime number raeeclusive

Recent Developments and Open Problems

Over the years, more and more prime number races were proveslinclusive, but this progress came at
the cost of assuming stronger and stronger hypotheses doctiteons of the zeros of Dirichldi-functions.
Rubinstein and Sarnak established that all prime numbesrae inclusive, but only by requiring two strong
hypotheses: the Generalized Riemann Hypothesis (GRHgagbertion that all nontrivial zeros of Dirichlet
L-functions have real part equal 1g2; and a Linear Independence hypothesis (LI), the assettianthe
imaginary parts of these nontrivial zeros are linearly peledent over the rational numbers.

It is natural to wonder: are such strong hypotheses reattgssary to prove these results in comparative
prime number theory? Two recent papers of Ford and Konydgig][illustrate the difficulty of these prob-
lems in the absence of such hypotheses. They show thatrchgtaothetical GRH-violating configurations
of zeros would in fact result in exclusive prime number ra¢egact these malicious zeros can be arbitrarily
close to the center of the critical strip and arbitrarily fimm the real axis; therefore no prohibition on the
zeros that was limited to a strip of width less thif2, or of finite height, can suffice to prove that a race
game is inclusive. In this sense, their work shows that a thgsis almost as strong as GRH is necessary to
establish this type of result.

One can similarly ask if the LI hypothesis is necessary to@ithat prime number races are inclusive,
even if we assume GRH. Indeed, Rubinstein and Sarnak deeinedhe a “working hypothesis”. We
believe that it should be possible to construct an infiniteagénypothetical violations of LI that forces a
prime number race to be exclusive; doing so would show thatpathesis almost as strong as LI is also
necessary to establish exclusivity results. The main gbalio Research in Teams week was exactly this
extension of the Ford—Konyagin work: we planned to searchdastructions of hypothetical configurations
of zeros, satisfying GRH but violating LI, that force primember races to be exclusive.

Scientific Progress Made at the Meeting

Our Research in Teams meeting was extremely productiveustdssful—although none of our successes,
as it turns out, involved progress towards the main goal®fibek! As it happened, we did prove one result
directly related to the main goal, although it actually destoates that the goal is harder to achieve than we
first imagined. We also established several other resu#ttecemore fundamentally to the LI hypothesis.

Since our main goal was to show that “enough” linear depecgieamong the imaginary parts of zeros of
Dirichlet L-functions could hypothetically cause prime number raodsetome exclusive, it made sense for
us to first ask: how much is “enough”? In other words, we waiteshow that the presence of only a small
set of linear dependences could not force a prime numbetadszexclusive, so that we would have a better
idea of how complicated our construction would have to bee Gfour stated objectives for the meeting was
to show that a finite set of linear dependences would not stiffie quickly realized that we could show that
even a “density zero” set of linear dependences would noaahwhether a race was inclusive or exclusive.
Very surprisingly, however, we were able during the weekntpriove this result even further, to show that
even certain “density one” sets of linear dependences wmatlinpact a race.

To be more precise, assume the generalized Riemann hygoted lety be an imaginary part of a zero
of a Dirichlet L-function L(s, x), wherey is a character modulg. We say thats + i is self-sufficientf
there is no linear combination of other imaginary parts ebg®f DirichletL-functions modulg that equals
~ (so that the LI hypothesis is the assumption that every suishself-sufficient). We proved that if every
L-function modulog has a dense enough set of self-sufficient zeros—for examapleast=7/ logT zeros
with imaginary part bounded b¥ in absolute value whe®' is sufficiently large—then every prime number
race modulgy, including the full¢(q)-way race, is inclusive. (Note that the total number of zerfoE(s, x)
with imaginary part bounded b¥ has order of magnitud€ log 7', and so quite a thin set of self-sufficient
zeros suffices to make a race inclusive.) In fact, for padictaces modulg, we don't even require this
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property for all L-functions modulag, but only for certain subsets of thefunctions depending on the
tuple{a1,...,a,} of residue classes. This counterintuitively strong theoseiggests that it could be very
difficult to find configurations of zeros of Dirichldi-functions, satisfying GRH but violating LI, that force
prime number races to be exclusive: any such constructiahdtmave to involve almost all of the zeros.

Our other successes involved modest (yet still groundlimglprogress towards actually establishing
the LI hypothesis. Two consequences of LI would be that atbzef Dirichlet L-functions are simple and
thatL(%, X) never equals zero; both consequences have been provedita Ipalsitive proportion of the
time in a suitable sense. However, almost no theoreticgrpss had been made towards showing that more
complicated linear dependences seldom occur. Our workgtine Research in Teams week advanced this
knowledge in multiple ways.

For example, if we consider a fixed arithmetic progresdien = {3 + i(a + k3)} and a particular
functionL(s, ), itis not possible for every singlg, to be a zero of.(s, x). Lapidus and van Frankenhauser
have shown [3, chapter 9] that there are at |§a8¢ values ofk between 1 and” for which ((s;) # 0
(although their method requires that = 0) and a similar result for Dirichlef.-functions. During the
meeting, we were able to show thatsy, x) # 0 for at leastcT'/ log T values ofk between 1 and” for
some positive constant with no restriction onv.

One can also consider a fixed linear form and investigate titem the corresponding linear combination
of zeros could be another zero. For concreteness, consifiteechk-tuple (a1, . .., ax) of real numbers
strictly between 0 and 1 (the case wheredhere rational has a direct bearing on the LI hypothesis, but ou
result holds for any real numbers). We proved, assuming tem&n hypothesis, that among altuples
(7, .- .,7k) in the box[T, 2T7* such that (1 + iv;) = 0 for eachl < j < k, at leastI’*< of them have
the property thag (1 + i(c1y1 + - - - + o)) is nonzero.

Our method for establishing this last result can accomnsodst! numbers; that exceed 1, as long as
they satisfy a particular bound depending fanhowever, there are still natural cases to consider thht fal
outside the scope we could treat. For examplé, if iv is a zero of¢(s), then car% + 2iv also be a zero
of ¢(s)? The LI hypothesis predicts that the answer is always “no& Weére able to reduce the problem
of showing that the answer is often “no” to bounding a mysigsiexponential sum over primes that was
considered by Vinogradov, namely ;._,, o A(n)n~1/4e?mv" The conjectured upper bound for that
exponential sum would provide a lower bound for the numbesxpiressions of the forré + 24 that are
nonzero.

Future Directions

The accomplishments of our Research in Teams meeting hfdeedellection of accessible further questions
to address. Above we described how we showed that atd&gdbg 7" of the firstT” elements in an arithmetic
progression on the critical line are not zerod.d, x); we believe that by overcoming certain technicalities,
we can actually improve this result to show that a positivepprtion of points in any such arithmetic pro-
gression are not zeros éf(s, x). A similar remark applies to our result on the number of valaka fixed
linear form that are not zeros df’s): by striving for some technical improvements, we hope toease
the lower bound for the number of such values, ideallfffdog T')* which is the order of magnitude of the
sample space itself. We also plan to see if we can extenddttés result from the Riemann zeta function to
all Dirichlet L-functions.

Regarding our last result, which depends upon the expaiesuim considered by Vinogradov, one ob-
vious avenue of research is to try to establish the conjedtupper bound for that sum. On the other hand,
for our application we need such an upper bound only on aeavagrm, which makes a successful analysis
seem more likely. We also plan to generalize our approachneider% + ad~y rather than simplg +2i7y. Fi-
nally, our original goal still remains open: can we constaiconfiguration of hypothetical zeros of Dirichlet
L-functions whose linear dependences would force a correBpg prime number race to be exclusive?

With this combination of established results and fruitfddaional lines of inquiry, all created in one

productive (and luxurious) week at BIRS, we certainly deemResearch in Teams meeting an unqualified
success.
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Chapter 32

Measure algebras and their second duals
(09rit139)

May 17 - May 24, 2009

Organizer(s): Harold Garth Dales (University of Leeds) Anthony To-Mingu_@Jniver-
sity of Alberta)

Overview of the Field

Let A be a Banach algebra. Then there are two natural producte@etond duall” of A; they are called
the Arens productswe here denote the products byand{, respectively. For definitions and discussions of
these products, see [2, 4, 5], for example. We briefly reballdefinitions. As usuald’ and A" are Banach
A-bimodules. Fon € A’ and® € A", defineA - ® € Aand® - A € A’ by

(a, A - DYy =(P,a-A), (@, P -AN)=(P, X -a) (a€A).

For®, ¥ € A", define
(@OW, \) = (D, ¥ - \) (A€ A),

and similarly for(. Theleft topological centref A” is defined by
ZOANY={decA": 00T =0T (Ve A")},

and similarly for theright topological centreZ(")(A”). The algebrad is said to beArens regularif
ZW (A" = Z(A") = A" andstrongly Arens irregulaif Z(“(A”) = Z("(A”) = A. For example,
everyC*-algebrais Arens regular [2].

There has been a great deal of study of these two algebras;iakpin the case wherd is the group
algebral (@) for a locally compact groug:. Results on the second dual algebrad.6fG) are given in
[2, 16, 17], for example.

More recently, the three participants have studied [5] #woad dual of a semigroup algebra; hsris a
semigroup, and our Banach algebralis= (£1(S), ). We see that the second dufil can be identified with
the spacé/(3S) of complex-valued, regular Borel measuresi#) the Stone—Cech compactification®f
In fact, (5.5, 0) is itself a subsemigroup ¢f\/(5.5), 0). (See [15] for background oS, 0).)

Let A be a Banach algebra which is strongly Arens irregular, ahd’'lbe a subset ofi”. ThenV is
determining for the topological centié ® € A for each® € A” such thatt OV = ¢O ¥ (VU € V).
Recently it has become clear that various ‘small’ subset$’oéire determining for the topological centre in
the case of some of the above algebras. For example, in [(3hewed that, for a wide class of semigroups
including all cancellative semigroups, there are just twfs in the spacgs that are determining for the
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topological centre of 1(S)”. For an extension of these results to the case of varioushteglgconvolution
algebras, see [4] and [3].

Let G be a locally compact group. The measure algelii@) of G has also been much studied. This
algebra is the multiplier algebra of the group algebt&G). Even in the case wher& is the circle groufT,
the Banach algebr&/ (G) is very complicated,; its character space is ‘much largemtthe dual grouf. of
T [14].

Starting at a BIRS ‘Research in Teams’ in September, 20@@httee participants have been studying the
algebrag M (G)”,0) and (L' (G)"”,0). The report on that week discussed our progress in 2006. Work
the participants continued, and in 2007 and 2008 we estaalia number of other results that are now all
contained in a memoir [6].

The first part of our memoir studies the second dual spacg @), where( is a locally compact space.
This second dual is identified Wikﬁ’(ﬁ) for a certain compact hyper-Stonean spﬁceThe seminal paper
on this space is the classic [10] of Dixmier, but we were ablestablish some results in this setting that go
beyond [10]. We then turn to the algebidd (G)”, ) and(L' (G)”,0) whend is a locally compact group.
For example, [6] contains many results on the semigrouisire ofc:l, which is the natural analogue of
BS in the non-discrete case. Indeed it is shown in [6, Chaptéha®](G, 0) is semigroup if and only if7
is discrete, and in [6, Chapter 7] that the spébdetermines the locally compact groGf a result that was
already known in the case wheteis compact [13].

The plan for the present workshop had two aspects: (1) to iee memoir [6]; (2) to study the spaces
AP(M(G)) andW AP(M (G)) of almost periodic and weakly almost periodic functionadspectively, on
M (@), where(' is a locally compact group.

Recent Developments and Open Problems

There have recently been three very striking advances irm@a. These all occurred after our proposal to
BIRS was written, and so that that document does not takeuatod them.

1) Let G be a locally compact group. M. Daws of Leeds has made a draméviance [8] on the study of
AP(M(G)) andW AP(M(G)): by using results on Hopf-von Neumann algebras and hiseavbrk [7],
he showed that both of these spaces(@tesubalgebras of the spadé(G)’, so resolving a central problem
that had been raised in our proposal.
Nevertheless, many problems abdii (M (G)) andWW AP (M (G)) remain open. For example, we know
that
Xe CAP(G) C AP(M(G)) Cc WAP(M(G)) c M(G) = C(G),

where X¢; is the closed linear span of the character spac®/¢f7). Is it true thatAP(G) = AP(M(G))
only if G is discrete? IfH is a subgroup of7, what is the relation oAP(M (H)) to AP(M(G))? Several
related questions are stated in [6], and may form the basiddiire proposal to BIRS.

2) As stated above, it is known that the group algebtéG) is strongly Arens irregular for each locally
compact grou-. Itis a next obvious question to determine some ‘small sbtd’ determine the topological
centre of L}(G)”. Let ® be the character space, or spectrum, of the commut@tivalgebral.> (G).

First suppose thafr is compact. Then a proof in [16] shows that the family of rigihentities in
(M (®),0), a subset ofb, is determining for the topological centre bt (G)".

Second, suppose thatis a locally compact, non-compact group. Then a set whickeisrchining for
the topological centre of! (G)" is specified by Neufang in [18, Theorem 1.1] (with a certaintseoretic
condition). A further paper of Filali and Salmi [11] estahies in an attractive way that (G) is strongly
Arens irregular, and unifies this result with several relatsults.

Third, our memoir [6] proves that the spa@dtogether with two further points in the non-compact case)
is determining for the topological centre.

Shortly before the meeting in Banff, we received the veryrisgive paper of Budak, Isik, and Pym [1]
that proves a much stronger result in the case wheignot compact, namely that there are just two points
©a,p € ® suchthaty,, ¢y} is determining for the topological centre bt (G)”.

The above all leave open the question in the case where thp graompact. Let be a compact group
(such asT). Could it be that a smaller set thdnis sufficient to determine the topological centre? In fact,
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at least in the case wherg has a at most Borel subsets, it is shown in [6] that we only needoints,
whereas the fibre has cardinality at least (Herec is the cardinal of the continuum.) However the main
openquestionis: Is there always a finite or countable sgbf points in® such thatS is determining for the
topological centre of.*(G)?

3) The question whether or not the Banach algéldi(#>) is strongly Arens irregular for each locally compact
group was raised in [12]. This question was resolved p@sitifor non-compact groups by Neufang in
[19], leaving open the question for compact groups. Our gsapstated that we planned to study the Banach
algebral (G), and in particular to seek to show theft(G) is strongly Arens regular for each compact group
G. We were not able to resolve this question, although sont@pegsults are given in [6, Chapter 10].

Very shortly before the meeting in Banff, we received fromttfieas Neufang an announcement of the
following result [20]. LetG be a compact, infinite group of non-measurable cardinatityastc. Then
M (G) is strongly Arens irregular. As yet, we have not had an opity to study the proof of this exciting
result. Again it suggests the quest of finding small subdetstbat are determining for the topological centre
of M(G).

There is a variety of open questions at the end of [6]. Onelvhie find attractive is the following. LeX
be a compact space such tligtX) is isometrically isomorphic to the second dual space of eaBarspace.
Is it necessarily true that there is a locally compact sgasech thatX = Q? Some partial results are given
in [6].

Presentation Highlights

Since this was a workshop for three people assembled foedel in teams’, there were no formal presen-
tations.

Scientific Progress Made

We made progress in two related areas.

First, we studied the draft of the memoir [6] carefully, andda a number of minor corrections, clarifi-
cations, and extensions; we included also references émteesults. This memoir has now been submitted
to theMemoirs of the American Mathematical Socjetyd is available at the website:

http://www.amsta.leeds.ac.uk/ pmt6hgd/dales.html.

Second, we made further study of the sp&caentioned above. There is an equivalence relatioon
the set(2, defined by saying that ~ v if ¢,% € () are not separated by the images of the bounded Borel
functions on{2. The subset, of € is the union of the set$,, where®, is the character space of the
C*-algebral' (1) for 1 a positive measure, antl,] is the collection of points of? that are equivalent to
a point inUg. We established the following theorem, and several simdaults; it seems that results of this
type were not considered before, perhaps rather surplysing

TheoremLet 2 be an uncountable, compact, metrizable space. Then

162\ [Ual| = [Ua]l = |[Ua] N €2

= [0\ [Ua]| = 27"

Further, suppose that € Q.. Then

’[tp]ﬂﬁc =2,

HereQ). and B, are the subset d? corresponding to the space of continuous and discrete mesasn(?,
resepctively.

Outcome of the Meeting

The three participants have submitted for publication tleenwir [6] that they produced.
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All three participants will attend a meeting in Cambridgdiry, 2009, in honour of the 75th anniversary
of Dr. Dona Strauss; we shall meet several experts in areldimg Pym and Neufang, and we expect to
have useful discussions. Dales will speak on some recemt w$é].

Dales and Daws will attend the 19th International ConfeeeortBanach algebras in Bedlewo, Poland, in
July, 2009, and will have discussions on their work there.

Lau will visit the other two authors in England in Novembe©20we expect to discuss further related
topics during his visit. We expect that at that time we shedpare a proposal for a future visit to BIRS for
‘Research in Teams’. Further, Lau will speak on work in [6haionference in Taiwan in December, 2009.

List of Participants
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Chapter 33

Global Dynamics of Stochastic
Differential Delay Equations (09rit141)

Jun 21 - Jun 28, 2009

Organizer(s): Anatoli lvanov (Pennsylvania State University)

Overview of the Field and Some Open Problems

Stochastic functional differential equations represerdlatively new field of the qualitative theory of dif-
ferential equations. Their significance has become mormeaviin recent years due to a great variety of
their applications in modeling real life phenomena. Delagssintrinsic features in a multitude of processes
in applied sciences and engineering. Uncertainty of thdabla data and/or the randomness of aspects of
the processes themselves lead to the presence of randornedeimthe models, thus resulting in stochastic
differential delay equations. Though the theory of botredwinistic functional differential equations and
the stochastic ordinary differential equations are rathal developed areas of research, the qualitative the-
ory of stochastic differential delay equations is largelyts infancy stage. Partial explanation of such state
of things is the sometimes enormous difficulties facing #searchers, in their approaches and attempts to
solve even simply formulated problems. For example, comBtfor the stability of the following simple
linear stochastic differential delay equation with constoefficients

dz = (azx(t) + bx(t — 7)) dt + (opx(t) + orz(t — 7)) dW (t) (33.1)

are not derived yet. Many aspects of the basic theory of agithfunctional differential equations still need
to be developed. Note that the book [5] contains most of tiséckitheory presently available for stochastic
functional differential equations. See also works [1, ¥orjadditional related details and open problems.

Our intention as a group is to approach some of the problertisifield from a unified point of view,
as small stochastic perturbations of some well known detestic processes. From this prospective, and
as a part of the program of our RiT Workshop at the BIRS, we irg to study the effects of stochastic
elements on one-dimensional dynamical systems and cantatime difference equations [4, 6].

Scientific Progress Made
During the meeting we have discussed a number of models apg@arecent applications that are described
by stochastic functional differential equations. Amonless, the models include equations frequently used

in finance applications, such as the geometric Browniananpthe Ornstein-Uhlenbeck process, the Vasicek
process, and the continuous GARCH process. We have dedetopaified approach to tackle a range of
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problems related to the above processes and a detailed ptariofuture studies. In particular, we are
aiming at solving a range of control problems for the gensti@hastic equation with delay

dS(t) = a(Sy, S(t), u(t))dt + b(Sy, S(t), u(t))dW (t), (33.2)

where one is looking to optimize a certain related functigsach as a cost functional, a consumption func-
tional, etc.). Some of the ideas to be used and further dpedlare based on our recent paper [2].
We have also looked at several specific problems of globahuiycs in the stochastic differential delay
equation
dz(t) = [f(x(t — 7)) — ax(t)|dt + g(z,)dW (¢). (33.3)

The problems include the global stability of a unique stestdye, instability and bifurcation of equilibria,
existence of periodic solutions and their stability andpghaand dependence of solutions on parameters.
Some of those problems have been stated and partial sdwtéived for some of the respective deterministic
equations. To the best of our knowledge, those questionsairaddressed yet for the stochastic equation
(33.3). We have achieved a good progress in solving sevéthlose problems, in particular by treating
equation (33.3) as a perturbation of the limiting differemguationz(t) = 1/a f(z(t — 7)). This work
should result in a joint publication (to be submitted sooWe have also developed a plan of further joint
studies in this direction.

Outcome of the Meeting

The purpose of the one-week meeting at the BIRS has beeroidoTthe first one was to develop a program
of joint research in particular directions of stochastiedential delay equations that are in the intersection
of mutual interests of the participants. We have achievisdgibal by identifying a number of applied models
with the related equations that we will approach to studyoueraspects of their dynamical behavior.

The second part of the main objective was to further advandet@ complete several aspects of joint
ongoing research that have been in the working lately betwee participants. We have succeeded in this
part too. In particular, lvanov and Swishchuk have complete/pescript dealing with the problem of global
stability in a stochastic differential delay equation whis a singular and random perturbation of a continuous
time difference equation. Ivanov and Khusainov have cotedl¢heir work on certain representations of
solutions for partial differential equations with delayotB works have been submitted for publication. Two
more manuscripts are near completion.
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Chapter 34

Connections between Minimum Rank
and Minimum Semidefinite Rank
(09rit155)

Sep 20 - Sep 27, 2009

Organizer(s): Shaun Fallat (University of Regina), Francesco Barioli ii@rsity of
Tennessee at Chattanooga), Lon Mitchell (Virginia Commeath University), Sivaram
Narayan (Central Michigan University)

Let G be a (simple, undirected, finite) graph, denote the orde &y |G|, and letS,, denote the set
of real symmetrico x n matrices. We use the notatio{ A), to describeghe graph ofA, and by this we
mean the graph on verticgs, 2, ..., n} and withij an edge of=(A) if and only if i # j anda;; # 0. The
minimum ranlof G is

mr(G) = min{rank(4): A € S, andG(A) = G}.
Themaximum nullityof a graphG (overR) is defined to be
M(G) = max{dim (ker(A)): A€ S, andG(A) = G}.
Clearly,
mr(G) + M(G) = |G|.

Two other families of matrices associated with a graph absets of the real x n positive semidefinite
matrices, which we denote ByS D,,, and the complex x n positive semidefinite matrices, which we denote
by HPSD,,. Theset of symmetric positive semidefinite matrices of gi@dps

SD(G) ={A € PSDg : G(A) =G},
and theset of Hermitian positive semidefinite matrices of grépts
HSD(G) ={A€ HPSD\g : G(A) = G}.

Then we define theninimum semidefinite rank of a gragh denoted bymnsr(G), the smallest rank over
all matrices in SD(G). It is clear thabr(G) < msr(G). Along these lines, we defink/ (G) to be the
maximum nullity over all matrices in SD(G). Itis evident the (G) > M4 (G), for all graphsG.

During the week at BIRS our team considered a number of impbdpen problems regarding minimum
rank and minimum semidefinite rank. One such issue, whichésiment interest, was to consider the class
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of graphs known as outerplanar. A graploigerplanarif it has a crossing-free embedding in the plane such
that all vertices lie on the same face. It is worth noting #ilbtrees and all unicyclic graphs are outerplanar.

Associated with any graph is an important graph parametemwk as the path cover number. Tiath
cover numberof a simple graphz, P(G), is the minimum number of vertex disjoint paths occurring as
induced subgraphs @f that cover all of the vertices . It is known thatM (T) = P(T) for every (simple)
treeT [2]. Sinkovic has recently demonstrated that for a (simplggrplanar graply, M (G) < P(G) and
has given a family of outerplanar graphs for which equaldidk [5].

One of our main objectives for the week was to gain a betteergtdnding on the possible connections
between the minimum rank and minimum semidefinite rank ofaglgrand this is exactly what we accom-
plished in the case of outerplanar graphs. We began by disicgva new graph parameter, known as the tree
cover number and used it in connection with, (G) whenG is outerplanar.

Thetree cover numbeof a graphG, possibly with multiple edges but no loops, denofed>), is the
minimum number of vertex disjoint simple trees occurringraiced subgraphs @ that cover all of the
vertices ofG.

Our main result is a complete characterization of the marinmullity over all positive semidefinite
matrices whose graph is outerplanar. Namely, we provedithatG) = T(G), for all outerplanar graphs
G. This is a significant result, as like the case of trees, aldisthes, a direct link between the algebraic
quantity, nullity, to a combinatorial quantity, namely tlhee cover number. Moreover, this result verifies an
equation betweemsr and a graph parameter. The main tool used in the proof oftikisrem is the notion
of orthogonal removal of a vertex, which was developed incthrext of finding the minimum semidefinite
rank of chordal multigraphs [1].

We also studied the tree cover number in general, and conhpatie other known graph parameters and
to M as a completeness exercise. We were also faced with a nuripéer@sting open questions, such as
studying the graph complement conjecture for outerplaregtts, along with many other issues.

Given a setX of n nonzero column vectors iI€?, X = {xi,...,x,}, let X be the matrix
[x1 ... x,]. ThenX*X is a psd matrix called th&ram matrixof X with regard to the Euclidean
inner product. Its associated grapthasn vertices{vy, ..., v, } corresponding to the vectofs;, . ..,x,},
and edges corresponding to nonzero inner products amosg tleztors. By theank of X, we mean the
dimension of the span of the vectorsXy which is equal to the rank of*X. ConsequentlyX is called
a vector representationf GG. Vector representations have been a key tool in recent adgan minimum
semidefinite rank problems (see, for example, [2, 3]).

At BIRS, it was shown that vector representations can be imsednjunction with unitary matrices to
solve or give new approaches to open problems:

Given a vector representation of a graghlet X be the matrix mentioned above. Let

p-[5].

whereE' is a matrix whose zero/nonzero pattern is that of the edgexécidence matrix otz. We first
notice that, since the columns &f give a vector representation 6f, and since the rows af have only two
nonzero entries each corresponding to a nonzero inner profloolumns ofX', the nonzero entries @f can
be specified so that the columnsBfare pairwise orthogonal. After normalizing the columngHfP may
be completed to a unitary matrix

v-lE i)

E L

where the rows of. must then be a vector representation of the line graghi,df(G). Inspecting the sizes
of the various blocks of/, this gives the following result, obtained at BIRS this yeBor any graphz,
|G| — msi(G) < |L(G)| — msr(L(G)).

Written slightly differently as

msr(L(G)) < |L(G)| — (|G| — msr(G)),
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this is reminiscent of thé-conjecture, one of the two most well-known open conjedimeminimum rank:
For any graph, msr(G) < |G| — §(G), whered(G) is the smallest degree among the vertices7of
Significant progress was made in special cases @i-ttanjecture at BIRS: including a proof of the conjecture
whené < 3. Further, it was conjectured that a stronger result is tnaegely, that\/ (G) > 5, wheres is
the maximum degree of a vertexhat has minimum degree among its neighbors, Bitd) (i.e., the graph
obtained from by deletingv and all of the neighbors af) is connected.

Another well-known open conjecture is ti@aph Complement ConjecturEor any grapl@, if G is the
complement of7, thenmsr(G) + msr(G) < |G| + 2.

As noted at BIRS, both the graph complement conjecture (GD@&hej-conjecture can be transformed
into associated unitary matrix completion problems. THesiis similar to one previously explored in the
context of finding the msr of bipartite graphs [4]. Here, wd démonstrate how to approach GCC:

Let X be a matrix whose columns form a minimal vector represemtaif G. Construct a matrix
whose rows have exactly two nonzero entries, and where eacbfrE' corresponds to either an edge®@f

or an edge ofi. ThusE will be a< |§| > x |G| matrix. Let

X

M = [ > } .
Choose the nonzero entries Bf row by row, so that if the columns of corresponding to the two nonzero
entries of a row int are not orthogonal, then the corresponding columng @fre, and vice-versa. At the end
of this process, the columns &f will be a vector representation 6f, but most likely not a useful one, as it
will no doubt have a high rank. Now, find a mati so that the rows of the matri@< M N ] are pairwise
orthogonal and all have the same length (we discuss how thisld&low). Having done so, normalize the
rowsof[ M N |, and extend to a unitary matrix

M N
o [u )

By construction, the columns df give a vector representation 6fwith rank bounded by a function of the
G|

size of N. In particular, if such aV can be selected to ha{e 9

) + 2 columns, then

msr(G) < |G| + 2 — msr(G),

establishing GCC. If any sucN must have more thaé |§| ) + 2 columns for a particular graph, then that

graph will give a counterexample for GCC.
We note that such alV may always be found, as the question of simultaneously nia@imgand orthog-
onalizing a set of vectors can be phrased as the matrix equati

M*M + N*N = cI,

wherelM is known. SinceM * M is a positive semidefinite matrix, choosing any max o (M*M) (where
o is the set of eigenvalues) will maké — M* M a positive semidefinite matrix, and guarantee the existence
ofan N with N*N = ¢l — M*M.

We can phrase this question, then, in a number of differenequivalent ways: Given a zero/nonzero
pattern, what is the size of the smallest pattern contaitiiagriginal that is the pattern of a unitary matrix?
What is the largest multiplicity of the largest eigenvalifeacHermitian matrix with given zero/nonzero
pattern? What is the smallest rank matixthat will solve the matrix equation/*M + N*N = cI for
given M and arbitrary:?



Bibliography

[1] Matthew Booth, Philip Hackney, Benjamin Harris, Charle. Johnson, Margaret Lay, Lon H. Mitchell,
Sivaram K. Narayan, Amanda Pascoe, Kelly Steinmetz, Briaisimiton, and Wendy Wang. On the
minimum rank among positive semidefinite matrices with &gigraph SIAM Journal on Matrix Analysis
and Applications30(2008), 731-740.

[2] S. Fallat and L. Hogben, The minimum rank of symmetric meas described by a graph: a survey,
Linear Algebra Appl426(2007), 558-582.

[3] Philip Hackney, Benjamin Harris, Margaret Lay, Lon H. tehell, Sivaram K. Narayan, and Amanda
Pascoe. Linearly independant vertices and minimum semitkefank.Linear Algebra Appl.431(2009),
1105-1115.

[4] Yunjiang Jiang, Lon H. Mitchell, and Sivaram K. NarayatJnitary matrix digraphs and minimum
semidefinite rankLinear Algebra Appl.428(2008), 1685-1695.

[5] J. Sinkovic, Maximum nullity of outerplanar graphs ahe fpath cover numbédrjnear Algebra Appl.In
Press, DOI: 10.1016/j.l1aa.2009.08.033.

List of Participants

Barioli, Francesco (University of Tennessee at Chattanooga)
Fallat, Shaun (University of Regina)

Mitchell, Lon (Virginia Commonwealth University)

Narayan, Sivaram (Central Michigan University)

282



Chapter 35

Exceptional Dehn filling (09rit158)

Oct 25 - Nov 1, 2009

Organizer(s): Cameron Gordon (University of Texas at Austin), Steve Bdysriversitée
du Québec a Montréal)

Overview of the Field

This Research in Team workshop focused on several probtethe theory oexceptional Dehn fillings 3-
dimensional topology. Dehn filling is the construction iniethyou take a 3-manifold/, with a distinguished
torus boundary componefit, and glue a solid torug to M via some homeomorphism froal to T'. The
resulting manifold depends only on the isotopy clagsg « on 7" that is identified with the boundary of a
meridian disk of¥’, so we denote it by/ (o). The construction goes back to Dehn in 1910, who introduced i
in the special case whefé is the exterior of a knot i, The Lickorish-Wallace theorem of the early 1960’s
showed that any closed, connected, orientabieanifold can be obtained by Dehn filling the boundary tori
of the exterior of some link ir63. Consequently, many of the basic problemsimanifold topology can
been analysed in terms of the operation.

Renewed interest in the construction arose with the grdaredking work of Thurston in the 1970’s, who
used it to study hyperbolic geometric structures on 3-nadaisf In particular, Thurston showed thathif
is hyperbolic thenV/ («) is also hyperbolic for all but finitely many slopeson 7. When is hyperbolic
but M («) is not, one says thdt\/; «) is exceptional Although it is clear that one cannot hope to classify
all exceptional M; «)’s, it turns out that it is relatively rare for a hyperbolic3anifold to have two distinct
exceptional slopea and onT', and it is not too unreasonable to try to classify all suth; a, 5)'s. This
has usually been approached by considering the varioweseliff ways in which\/ (o) and M (3) can fail to
be hyperbolic, and there has been a lot of progress along limes. The cases about which least is known is
when the boundary a¥/ is a torus and one of the fillings, say (), is a small Seifert fiber space. This was
the focus of the workshop

Recent Developments and Open Problems

As stated in the Overview, the focus of the workshop was thgsification of triplesM; «, 8) wherelM is a
hyperbolic 3-manifold with torus boundary and(«) andM (3) are distinct non-hyperbolic Dehn fillings on
M. There has been considerable progress on this classifiaatér the last 30 years or so, but some problems
remain. Letf(M) = {a | M(«) is not hyperboli¢ be the set of exceptional slopes on the boundard/of
Two problems which have been the focus of intense reseagch ar

(A) Understand the structure 6{M).
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(B) Describe the topology a¥/ when|E(M)| > 2.

See the survey [6] for instance.

An essential quantity used to describe results on thesdgunshis the notion of thelistanceA(«, )
(minimal geometric intersection number) between two ekioapl slopesy andS. Two results which exem-
plify what can occur when the situation described in prob{Birarises are Gordon’s theoreifitwo toroidal
filling slopes are of mutual distance at ledastthen M is one of four specific manifolds/,, Ms, M3, M,
[7], and Ni's recent theoremt M is the exterior of a knot in tha-sphere which has a non-meridional slope
whose associated filling yields a lens space, théffibres over the circlg11]. One of the key conjectures
concerning problem (A) is the following:

Conjecture [C.McA. Gordon]#&(M) < 10 andA(E(M)) < 8. Moreover, ifM # My, My, M3, My, then
#E(M) < 7andA(E(M)) < 5.

It is shown in [4] that the conjecture holds if the first Bettimber of M/ is at least2. (Note that it is at
leastl.) Lackenby and Meyerhoff have recently announced a praifttie first statement of the conjecture
holds in general [8]. Agol has shown that there are only fipiteany hyperbolic knot manifoldd/ with
A(E(M)) > 5[1], though there is no practical fashion to determine thigdiset.

Itis a consequence of the Geometrization Conjecture, thogmoved by Perelman (c.f. [9, 10]), that if a
3-manifold is not hyperbolic, then it is either

(1) reducible (contains an essential sphere), or
(2) toroidal (contains an essential torus), or
(3) a Seifert fiber space ovéF with at most 3 exceptional fibers.
Moreover, a manifold of type (3) is either
(a) S3, or
(b) alens space, or
(c) asmallSeifert fiber space (SSFS), i.e. one with b&3eand exactly 3 exceptional fibers.

Finally, case 3(c) splits into two subcases (i) finite funéatal group, and (ii) infinite fundamental group.

The problems have usually been approached by considegngtious possibilities (1), (2), (3)(a), (3)(b),
(3)(c)(i) or 3(c)(ii), for the pair of non-hyperbolic manifis M («) andM (3). Perhaps surprisingly, the least
tractable cases are whé(«) or M (8) (or both) is a SSFS. When neither is a SSFS, the best posgibé u
bounds forA(«, 5) are essentially known, as a result of the work of several lec@ipere are only two cases
left). Further, the conjecture above has been verified inaes. Whed/ (5) is a SSFS and/(«) belongs
to one of the classes of non-hyperbolic manifolds listedpgrortant problem is to obtain the optimal upper
bound onA(«, ).

The case wher@/(«) is reducible was considered in [2] and [3]. Building on [3yitintroducing new
tangle-theoretic techniques, the optimal bouxd, 3) = 1 in the case wher@/ (5) has finite fundamental
group was established in [5]. Suppose now thafa) is toroidal. In this case there is an-punctured
essential genus surfaceF' of slopea properly embedded in/. Assume thaf’ is chosen to minimizen
among all such surfaces. It is expected thak{fx, 5) > 5, thenM is the exterior of the figure eight knot
and I is separating withn = 2.

Scientific Progress Made

The precise focus of this Research in Team workshop was e whereM («) is toroidal andM (3) is

a SSFS. During our week at BIRS, we essentially completegihef thatA(a, ) < 5 if F does not
split M into I-bundles andn > 3. This was achieved by enhancing the method used in [2, 3]dbase
on the JSJ decomposition. A papéhnaracteristic Submanifold Theory and Toroidal Dehn Rijil by S.
Boyer, C. McA. Gordon, and X. Zhang is currently being pregawhich details this advance. We also
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made significant advances on the caseC 2 where a combination of the JSJ technique and tangle-thieoret
technique introduced in [5] is used. This work will appeamisecond papeCharacteristic Submanifold
Theory and Toroidal Dehn Filling Ithat we are currently working on.
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Chapter 36

The Mathematics of Invasions in
Ecology and Epidemiology (09ss128)

May 10 - May 17, 2009

Organizer(s): Troy Day (Queens University) James Watmough (UniversityNeafw
Brunswick) Jianhong Wu (York University) Fred Brauer (Uaigity of British Columbia)
Rachel Bennett (Queen’s University)

Overview of the Field

This summer school was a continuation of the MITACS summbogktseries on disease modelling. Pre-
vious schools have been held at BIRS (2004), York Unive(&606), Xian Jiaotong University (2006), the
Atlanta Center for Disease Control (2007), the Universityedmonton (2008) and the University of Ot-
tawa (2009). In contrast to these schools, which focusechemtathematics of epidemiology and public
health, this school focused on the dynamics of invasionsesotution. The school was organized jointly
by two MITACS research groups: a group of researchers wgrsmmathematical models of infectious dis-
eases (www.liam.yorku.ca/research/MADI/) and a groupestarchers working on mathematical models of
biological invasions and dispersal (www.unb.ca/bid).

Historically, the fields of mathematical ecology and thealyics of evolution have developed separately
and it is only recently that work has been done to begin togarithese two fields. Models for the evolution
of populations assumed slowly changing or constant pojpuisitand models for ecological populations as-
sumed evolution took a much longer time scale than populatymamics. Recent theoretical work has begun
to bridge these two approaches allowing population traithinge on the same timescale as population size.
This advance is necessary for a theoretical framework fitrgggen evolution in many systems. The influenza
virus provides a pressing example. The timescale of virallgion is similar to the rate of spread of the virus
though the host population. Any control measures, such@sngs or antiviral medications, must take into
account the rapid appearance of drug resistant strainger @damples presented in lectures include weedy
species [7], HIV and vector-borne parasites such as malaria

The lectures were divided roughly along two lines: the etioiuof pathogens; and the spread of an
invading pathogen. The mathematical foundations of path@&yolution were outlined in the lectures of Day
and Gomulkiewicz, and applied in the lectures of Gilchri®gisberg and Reid. The lectures of Allen and
Brauer introduced the basic stochastic and deterministidais for pathogen invasion and spread, while the
lectures of Arino and Gourley covered spatial approachesitelling, first in the context of metapopulations,
and the latter in the continuous space. Nelson applied thmetkods to the spread of a forest insect and
introduced additional modelling techniques for structinest populations. The lecture of Zou extended the
models introduced by Gourley to include delays.
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Recent Developments and Open Problems

Several key open problems were introduced in the lectures.
1. Asingle theoretical framework for pathogen evolutiod apread has yet to be developed.

2. New modelling paradigms are necessary for pathogenapied evolution that incorporate both the
scales of within-host and between-host into a single thealdramework [3].

3. Key public concerns surrounding treatment and vaca@natquire models for the evolution of resis-
tance, such as a resistance to treatment or vaccine in a hafeatious disease.

4. Analytical tools are needed to address the spatial coerganf resistance evolution. For example,
Chloroquine resistance in mosquitoes seems to arise is afdaw transmission [1], which suggests
that control measures must take spatial dynamics and émohftthe pathogen and vector into account.

5. Much more analytical work is needed to understand the giagpread of a pathogen through a struc-
tured population. Two examples given were the global spodambvel human pathogens [4] and the
spread of the mountain pine beetle [5]. In the first case, ¢ oopulation is spatially structured, and
in the second, the population is structured by host defenses

6. Most diseases involve a delay between infection and orEeis leads to many open mathematical
problems in a spatial setting [6]

Presentation Highlights

As with previous schools, there were many more applicatibas could be accepted. In attendance were 35
students from mathematics and ecology of which 8 were fra8 and 4 from outside north america.

The format for the school consisted of a series of short @sjicase studies and student group projects.
Short courses were an important component, providing stsdeith the basic theory on a topic. The partic-
ipants were able to apply the theory in group projects. Eaolt€ourse consisted of one 90 minute lecture
and one 60 minute tutorial. They covered topics on basic tindeboth deterministic and probabilistic,
and specialized modelling topics such as metapopulatamadition and dispersal. Case studies consisted of
90 minute lectures by leading international researcheings Jummer school covered relevant mathematical
background and recent progress in the fields of biologicasions in ecology and epidemiology

The highlight of the meeting was the presentations by thdestis. These students varied from upper
level undergraduates to Postdoctoral and young reseatchee projects were assigned on the second day of
the workshop, giving a mere five days for development andyaizabf an appropriate model. As in the past,
the projects were well done, with some exceptional pretienta

The student projects identified six open problems:

e the role of disease in the decline of amphibian species,ifsgaly the role of Chytridiomycosisas a
cause of species extinction;

the role of a pathogen in the spread of an invasive forestrcwtyral insect;

the evolution of virulence in the spread of syphilis;

the reasons for spectacular failures of biological contsihg exotic species;

the evolution of a species in a changing habitat;

the spread of a novel strain of influenza.
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Scientific Progress Made

The lectures and case studies presented techniques, itdasablems at the leading edge of mathematics
and its applications to ecology and evolution. Most of theecstudies covered applications of mathematics
from an ecological perspective, encouraging all participao think about new mathematical approaches to
problems. Some of the project reports covered new grourtiwarencourage the students to continue their
collaboration wih the goal of publishing their results ineepreviewed journal.

Outcome of the Meeting

In summary, the school brought together students and &@s&rarin evolution, ecology and epidemiology
using a variety of modelling and analytical techniques|udimg game theoretic, statistical, pde, ode and
dynamical systems. We hope that many students will continugork in this emerging research area of
theoretical epidemiology at the interface of mathemagcs)ogy and evolution.

List of Participants

Alexander, Helen (Queen’s University)

Allen, Linda (Texas Tech University)

Anvari, Vahid (York University)

Arino, Julien (University of Manitoba)

Ashander, Jaime (University of Alberta)

Biernaskie, Jay (University of Toronto)

Brauer, Fred (University of British Columbia)

Crespo Perez, Veronica(University Paris VI/Pontifical Catholic University of Eador)
Day, Troy (Queens University)

Du, Yimin (York University)

Ghosh, Atiyo (University of Leiden)

Gilchrist, Michael (University of Tennessee)
Gomulkiewicz, Richard (Washington State University)
Gourley, Stephen (University of Surrey)

Hammond, Rebecca(Acadia University)

Hansen, Johanna(Queens University)

Jaberi Douraki, Majid (Laval University)

Johnson, Angella (University of Southern California)
Kapitanov, Georgi (Vanderbilt University)

Lang, John (University of Alberta)

Langhammer, Penny (Arizona State University)

Lim, Aaron (University of Alberta)

Liu, Luju (Dept. Math. & Stat., Memorial University of Newfoundland)
Lou, Yijun (Memorial University of Newfoundland)
Maidens, John (University of Alberta)

Musgrave, Jeff (University of New Brunswick)

Nelson, Bill (Queen’s University)

Nonaka, Etsuko (University of New Mexico)

Nowack, Shane (Montana State University)

O’Regan, Suzanne Marie (University College Cork)
Qesmi, Redouane(York University)

Rahman, S.M. Ashrafur (University of Western Ontario)
Read, Andrew (Pennsylvania State University)
Reiseberg, Loren (University of British Columbia)
Rozins, Carly (Queens University)

Sakrejda-Leavitt, Krzysztof (University of Massachusetts)



292

Starrfelt, Jostein (University of Helsinki)

Teller, Brittany (Pennsylvania State University)
Wang, Yan (University of British Columbia)
Wang, Qian (York University)

Watmough, James (University of New Brunswick)
Xiao, Yanyu (University of Western Ontario)

Yu, Fang (University of New Brunswick)
Zandstra, Robert (Mississippi State University)
Zou, Xingfu (University of Western Ontario)

Summer School Reports



Bibliography

[1] Andrew F. Read and Silvie Huijben, Evolutionary biologyd the avoidance of antimicrobial resistance,
Evolutionary Application (2009), 40-51.

[2] Troy Day and Stephen R. Proulx, A General Theory for thel&tionary Dynamics of VirulencéAmer-
ican Naturalist163(2004), E40—EG3.

[3] Daniel Coombs, Michael A. Gilchrist and Colleen L. Ballvaluating the importance of within- and

between-host selection pressures on the evolution of @hpathogensTheoretical Population Biology
72(2007),576-591.

[4] Khan, Kamran and Arino, Julien and Hu, Wei and Raposo,dPand Sears, Jennifer and Calderon,
Felipe and Heidebrecht, Christine and Macdonald, Michael kiauw, Jessica and Chan, Angie and

Gardam, Michael, Spread of a Novel Influenza A (H1N1) Virus @lobal Airline Transportatio\ Engl
J Med361(July 9, 2009), 212-214

[5] William A. Nelson and Mark A. Lewis, Connecting host plglegy to host resistance in the conifer-bark
beetle systerheor Ecoll177(2008), 1-163.

[6] Jing Li and Xingfu Zou, Modeling spatial spread of infets diseases with a fixed latent period in a
spatially continuous domaiBulletin of Mathematical Biologyaccepted March 2009).

[7] Nolan C. Kane and Loren H. Rieseberg, Genetics and geolof weedyHelianthus annuupopulations:
adaptation of an agricultural weddplecular Ecologyl7 (2008), 384—394.

“Chytridiomycosis as a cause of species extinction?” ussithale differential equation model to study
the role of disease in the decline of amphibian species. Mamhibian pathogens can live freely in the host
environment as well as within the host. This increases t@oh of species extinction.

War of the Worlds: Modelling the spread of an invasive speaied a pathogen in a host population.

Syphilitic Strategies

Biological Control of Invasive Species: Why doesn't it w8rk

Mathematical Models Of Predator-Prey Systems
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